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Abstract

Architectural Mimicry (AMi) is a novel ISA extension provid-
ing hardware support for hardening against software-based
microachitectural attacks where secret branch conditions
are leaked through control-flow. This work extends AMi pro-
gramming models to support more control-flow linearization
patterns, and implements compiler support in LLVM.

1 Introduction

Modern hardware heavily relies on optimizations to improve
performance. Unfortunately, these optimizations often come
at the expense of security. Hardware-software co-design is a
promising solution to mitigate these attacks at an acceptable
cost. However, research on hardware software co-design is
challenging as it requires both hardware changes and (low-
level) software support. Moreover, these defenses often come
with new programming models that are not always trivial to
enforce. It is therefore common for such hardware software
co-designs to be evaluated on small, manually-written (as-
sembly) programs [5, 12-14] and to rely on ad-hoc manual
security verification. The lack of compiler support to trans-
parently ensure compliance with the programming models
required by hardware defenses is therefore a main hurdle to
a realistic evaluation of these defenses and to their adoption
for provable end-to-end security.

In this work, we seek to lift this hurdle for a recently
proposed hardware-software co-design called Architectural
Mimicry (AMi) [12], which provides support for efficient
control-flow linearization and balancing. The core idea of
AMi is a hardware feature called mimic execution that mimics
the microarchitectural behavior of instructions: it executes
instructions for their microarchitectural effects without com-
mitting their result to the architecture. AMi comes with 1) an
ISA extension to control mimic execution in software and 2)
programming models showing how to balance and linearize
secret-dependent control flow.

Unfortunately, toolchain support for AMi is limited to an
assembler; it does not include automatic control-flow balanc-
ing and linearization. Furthermore, the proposed program-
ming models are only applicable to a subset of control-flow
patterns that are encountered during compilation.
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Concretely, in this work, we:

e Generalize the AMi programming models to support
linearization of reducible control flow;

e Add compiler support for AMi to LLVM [7], a widely
used compiler infrastructure;

e Evaluate the security and performance of our compiler
on Proteus [2], a RISC-V core with an implementation
of AMi provided by Winderix et al. [12];

2 Architectural Mimicry (AMi)

On the hardware side, AMi relies on a primitive, mimic execu-
tion, which imitates instructions in terms of their timing and
microarchitectural behavior and a processor mode mimicry
mode, in which the processor mimics the execution of in-
structions. On the software side, to control mimic execution,
AMi extends the ISA with qualifiers (s,m, a, g, p) prefixing
base instructions, which we illustrate below with an example.
Notably, AMi provides ISA support to linearize a branch:

begz c, label; [B]; label: [...] s
by prefixing the branch instruction with the activating qual-
ifier: a.beqz. An activating branch always falls through, but
if ¢ = o, mimicry mode is enabled until 1abel is reached, ef-
fectively mimicking the execution of the branch B instead of
jumping over it.

Even if the core idea is simple, it is non-trivial to make
sure that this linearization transformation is both secure and
correct. Informally, the linearization pattern above is secure if
(1) B does not leak secrets itself, and (2) B produces the same
observations in mimicry mode and standard mode so that an
attacker cannot infer whether ¢ = o. The pattern is correct if
B has no effect on the live state when executed in mimicry
mode: only then mimicking B is the same as jumping over B.

We illustrate how to securely and correctly linearize the
branch in Listing 1a, resulting in Listing 1b. First, the branch
instruction is turned into an activating branch, which always
falls through but enables mimicry mode until the then-label
is reached if the branch should have been taken. In mimicry
mode, instructions prefixed by the standard qualifier s are
mimicked: for instance, v is not modified at line 3.

For security, it is important to make sure that observations
produced by the linearized branch do not depend on the
processor mode. Hence, because the store instructions at
line 6 leaks its address, the value of a should be independent
of the processor mode. Hence, the computation of the address
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beqz c, then a.beqz c, then // obs = {beqz}

// c =0 // enter mimicry mode if c = 0

mul v, 2 s.mul v, 2 // obs = {mul}

add a, 4 p.add a, 4 // obs = {add}
g.load v, a // obs = {load a}

store v, a
then: [...]

p.store v, a // obs = {store a}
then: [...] // a is not live

(a) Vulnerable code  (b) AMi linearization, and leakage (obs).

Listing 1. Linearizing a secret-dependent branch with AMi.

at line 4 should be committed even if the processor is in
mimicry mode. This can be achieved by prefixing the add at
line 4 with the persistent qualifier p. Note that to be correct,
this transformation requires that a is not live at line 7.

Finally, not all instructions can be mimicked. For instance
mimicking store instructions would require support from
the memory subsystem. Hence, store instructions are always
persistent and, to preserve correctness, it is therefore im-
portant to make sure that their effect can be nullified when
executed in mimicry mode. To do so, AMi provides the ghost
qualifier g which, conversely to the standard qualifier, com-
mits the result of an instruction to the architectural state
only in mimicry mode and mimics it otherwise. The load at
line 5 therefore nullifies the effect of the following store only
in mimicry mode.

This small example illustrates how generating correct and
secure linearizations can be non-trivial, and hence compiler
support would be useful.

3 Compiler support for AMi

However, modifying a compiler to ensure security and cor-
rectness of generated code is not trivial. To enforce security,
the compiler must be aware of secrets and leakage model of
the target architecture (cf. Section 3.1). To preserve correct-
ness, the compiler must be aware of the semantics of AMi
and how mimic/persistent instructions affect the live state
(cf. Sections 3.2 and 3.3).

3.1 Static taint tracking

In order to precisely identify secret-dependent control flow,
we implemented static taint tracking in the RISC-V backend.
First, we gradually lower source-level security annotations
on function arguments and global variables across the dif-
ferent LLVM abstraction layers resulting in a set of tainted
input registers for each function in the backend. We then
identify secret-dependent branches by performing a forward
dataflow analysis, following Kildall’s method, using the usual
high/low security domain.

3.2 Partial control flow linearization

To efficiently linearize reducible control flow, we adapt a
method called Partial Control Flow Linearization (PCFL), first
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introduced by Moll and Hack [9], and recently applied in the
context of side-channel hardening [11]. Instead of remov-
ing a branch and rewriting the instructions in the branch
shadow using some expensive form of conditional execution
(e.g., [4, 10]), as done by the original PCFL algorithm, our
approach simply replaces the branch instruction by an ac-
tivating branch, and only inserts instructions in the branch
shadow that are necessary to preserve correctness and secu-
rity (making the linearization optimal). To preserve correct-
ness, we insert ghost loads to nullify the side-effects of stores
during mimic execution. Furthermore, to enforce security
we ensure that all addresses of memory operations within
the branch shadow are computed persistently.

3.3 Implementation

To increase security guarantees, hardening must be applied
as late as possible in the compiler pipeline. However, since
the linearized form uses more registers, our transformation
cannot be easily applied after register allocation. As a result,
some of the hardening starts before register allocation.

Unfortunately, the liveness constraints of AMi instruc-
tions are difficult to express within existing compiler infras-
tructure. For instance, two standard instructions belonging
to two different sides of an activating branch can write to
the same physical register, as they are not live at the same
time. However, this does not hold for ghost and persistent
instructions: executing them could overwrite results of an
instruction in the other side of the branch. The lack of sup-
port to express such liveness constraints in LLVM makes it
infeasible to apply register allocation on an AMi linearized
control-flow graph. To address this challenge, we carefully
constrain the register allocation by adding additional live-
ness constraints for ghost and persistent instruction.

4 Limitations and Future Work

In contrast to existing research [3, 11], our implementation
does not provide data-flow linearization, and we do not sup-
port loops with a secret-dependent trip count.

Currently, our compiler support only supports lineariza-
tion of secret dependent control-flow with AMi. In the fu-
ture, we plan to extend our compiler to additionally support
control-flow balancing using AMi. It would also be interest-
ing to parameterize our compiler with a leakage contract [6],
specifying what instructions can leak, in order to balance
or linearize secret-dependent control-flow more efficiently
and securely. More generally, we hope that our static taint-
tracking in LLVM can be leveraged to provide compiler sup-
port for other hardware-software security co-designs [5, 14].
Finally, another interesting area for future work would be to
add support for AMi in secure compilers like CompCert [8]
or Jasmin [1] to achieve provable end-to-end security.
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