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UNIVERSITÉ CÔTE D’AZUR

Résumé
Analyse Symbolique de Code Binaire pour la Sécurité

Les logiciels informatiques manipulent fréquemment des données secrètes, garantissant
généralement leur confidentialité à l’aide de programmes cryptographiques. Dans ce
contexte, il est crucial de s’assurer que ces programmes cryptographiques ne peuvent
être exploités par un attaquant pour en extraire les données secrètes. Malheureuse-
ment, même si les algorithmes cryptographiques sont basés sur des fondations mathé-
matiques solides, leur exécution dans le monde physique produit des effets secondaires
pouvant être exploités par un attaquant. En particulier, un attaquant peut exploiter
le temps d’exécution d’un programme pour inférer des information sur ses entrées se-
crètes, ou pour extraire des données secrètes encodées dans la microarchitecture grâce
aux attaques microarchitecturales. Plus récemment, les attaques Spectre ont montré
qu’il est aussi possible d’exploiter les optimisations des processeurs — en particulier
les mécanismes de spéculation — pour extraire des données secrètes.

Dans cette thèse, nous développons des outils d’analyse automatique de pro-
gramme permettant de vérifier la confidentialité des données secrètes dans les logiciels
cryptographiques. En particulier, nous ciblons trois propriétés cruciales pour les pro-
grammes cryptographiques : (1) secret-erasure, qui s’assure que les données secrètes
sont effacées de la mémoire à la fin d’un programme, (2) constant-time, qui protège
des attaques microarchitecturales, (3) speculative constant-time, qui protège contre les
attaques Spectre. Ces propriétés ont en commun deux caractéristiques qui les rendent
difficiles à analyser. Premièrement, il s’agit de propriétés de paires d’exécution (c’est-
à-dire de 2-hypersûreté), ce qui les rend incompatibles avec les outils de vérification
habituels (conçus pour la sûreté). Deuxièmement, elles ne sont généralement pas pré-
servées par les compilateurs.

Dans cette thèse, notre objectif est de concevoir des outils d’analyse symbolique
automatiques, modélisant des paires d’exécution, fonctionnant au niveau du code bi-
naire, incluant les mécanismes de spéculation des processeurs, et passant à l’échelle sur
des logiciels cryptographiques existants. Nos analyses sont basées sur l’exécution sym-
bolique relationnelle — une adaptation de l’exécution symbolique à la 2-hypersûreté
— que nous complétons avec des optimisations permettant de : (1) la rendre efficace
au niveau binaire, et (2) de modéliser de manière efficace la sémantique spéculative
des programmes. Nous proposons deux outils open source : Binsec/Rel, un outil
pour la recherche de bugs et la vérification bornée de constant-time et secret-erasure ;
et Binsec/Haunted, un outil pour détecter des vulnérabilités aux attaques Spectre.
Notre évaluation expérimentale montre que nos optimisations permettent une amé-
lioration drastique des performances en comparaison aux approches antérieures : elles
diminuent le temps d’analyse, trouvent plus de bugs, et permettent la vérification de
primitives cryptographiques jusqu’alors hors de portée des approches antérieures.

Nous analysons, grâce à nos outils, un large éventail de primitives cryptogra-
phiques et de fonctions utilitaires de bibliothèques open source (telles que Libsodium,
OpenSSL, BearSSL and HACL*) pour constant-time (338 binaires), secret-erasure
(680 binaires), et Spectre (45 binaires). Au cours de ces travaux, nous découvrons
quelques bugs nouveaux, ainsi que des faiblesses dans certaines protections logicielles.

Mots clés : analyse de binaire, méthodes formelles, vérification logicielle, exécution
symbolique, constant-time, secret-erasure, Spectre.
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Abstract
Symbolic Binary-Level Code Analysis for Security

Programs commonly perform computations involving secret data, relying on crypto-
graphic code to guarantee their confidentiality. In this context, it is crucial to ensure
that cryptographic code cannot be exploited by an attacker to leak secret data. Un-
fortunately, even if cryptogtaphic algorithms are based upon secure mathematical
foundations, their execution in the physical world can produce side-effects that can
be exploited to recover secrets. In particular, an attacker can exploit the execution
time of a program to leak secret data, or use timing to recover secrets encoded in the
microarchitecture using microarchitectural timing attacks. More recently, Spectre at-
tacks showed that it is also possible to exploit processor optimizations—in particular
speculation mechanisms—to leak secret data.

In this thesis, we develop automated program analyses for checking confidentiality
of secret data in cryptographic code. In particular, we target three crucial properties
of cryptographic implementations: (1) secret-erasure, which ensures that secret data
are erased from memory at the end of the program; (2) constant-time, which protects
against microarchitectural timing attacks; (3) speculative constant-time, which pro-
tects against Spectre attacks. These properties have two characteristics in common
that make them challenging to analyze. First, they are properties of pairs of traces
(namely 2-hypersafety), which makes them incompatible with the standard verifica-
tion framework (designed for safety properties). Second, they are not always preserved
by compilers.

Our goal in this thesis is to design automatic symbolic analyses for pairs of
traces, operating at binary-level, including processor speculations, and that scale on
real-world cryptographic code. Our analyses are built on top of relational symbolic
execution—the adaptation of symbolic execution to 2-hypersafety—that we comple-
ment with dedicated optimizations: (1) for efficient relational symbolic execution at
binary-level, (2) for modeling efficiently the speculative semantics of programs. We im-
plement our analyses into two open-source tools: Binsec/Rel, a tool for bug-finding
and bounded-verification of constant-time and secret-erasure; and Binsec/Haunted,
a tool for detecting vulnerabilities to Spectre attacks. Our experimental evaluation
shows that our optimizations drastically improve performance over prior approaches,
allowing for faster analysis, finding more bugs, and enabling bounded-verification on
real-world cryptographic primitives whereas prior approaches times-out.

Using our tools, we analyze a wide range of cryptographic primitives and utility
functions from open-source libraries (including Libsodium, OpenSSL, BearSSL and
HACL*) for constant-time (338 binaries), secret-erasure (680 binaries), and Spectre
(45 binaries). Along the way, we discover a few new bugs, as well as weaknesses in
standard protections schemes.

Keywords: binary analysis, formal methods, software verification, symbolic execu-
tion, constant-time, secret-erasure, Spectre.
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List of Symbols

DBA syntax. DBA syntax, for modeling low-level programs, is defined in Figure 2.3
at page 26.

Mathematical notations.

℘ Powerset
N Natural numbers
|S| Size of S

Concrete notations.

bv, bv’ ∈ BVn Bitvectors of size n
l, l′ ∈ Loc Program locations

v ∈ V Program variables
Inst Set of program instructions

P : Loc→ Inst Program
P[l] Instruction at location l in program P

r : V → BV32 Concrete register map
m : BV32 → BV8 Concrete memory

c , (l,m, r) Concrete configuration
c −→
t
c′ Concrete evaluation of instructions producing leakage t

c e `t bv Concrete evaluation of expression e producing leakage t

Symbolic notations.

ϕ, φ, ψ, · · · ∈ Φ Symbolic expressions in QF_ABV logic
β, β′ ∈ Bl Symbolic boolean expressions

bv, bv′ ∈ Bvn Symbolic bitvectors of size n
� π (resp. 2 π) Satisfiability (resp. unsatisfiability) of formula π

�smt π (resp. 2smt π) Check (un-)satisfiability of formula π with an SMT solver

ϕ
∧
, φ
∧
, β
∧
, ψ
∧
, · · · ∈ Φ Lifting of set S (resp. function f) to relational expressions

〈ϕ〉 Simple relational expression
〈ϕl |ϕr〉 Pair of relational expressions

ϕ
∧
|l resp. ϕ

∧
|r Left (resp. right) projection of ϕ

∧

ρ : V → Φ Symbolic register map
µ
∧
∈ (Array Bv32 Bv8)2 Symbolic (relational) memory

π ∈ Φ Path predicate
s ,

(
l, ρ, µ, π

)
Symbolic configuration

s s′ Symbolic evaluation of instructions(
ρ, µ
∧
, π
)
e ` ϕ

∧
Symbolic evaluation of expression e

c ∼∼∼Mp s Concretization relations of the p-side of s with model M
(see Definition 10)

M(ϕ
∧
, π) Set of concrete values that ϕ

∧
can take to satisfy π
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Security evaluation.

Vl resp. Vh Set of low (resp. high) variables
Al resp. Ah Set of low (resp. high) addresses

c 'l c′ Low equivalence of states (see Definition 11)
secleak(ϕ

∧
, π) Check if ϕ

∧
can be leaked securely under path predicate π

(see Section 4.4.1.1)

Notations for Haunted RelSE.

δ̃ ∈ N Current depth of symbolic execution
∆ ∈ N Maximum speculation depth
(ϕ
∧
, δ) Expression ϕ

∧
with a retirement depth δ

ϕ
∧δ Expression ϕ

∧
with a memory-dependency depth δ

π̃ ∈ ℘(Bl × N) Speculative path predicate
λ̃ ∈ ℘(Bl × N) Set of transient loads

Experimental evaluation.

Time Execution time of the analysis
Inst Number of instructions of a program
Ix86 Number of static instructions explored by the analysis
Iunr Number of unrolled instructions explored by the analysis

Paths Number of paths explored
Qexpl Number of exploration queries sent to the solver
Qinsec Number of insecurity queries sent to the solver
Qtot Total number of queries sent to the solver

Status Status of the analysis set to 3 for secure (exhaustive exploration),
7 for insecure or for timeout
Number of bugs
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Chapter 1

Introduction

1.1 Context

Protecting secret data used in programs. In our everyday life, we commonly
entrust programs with confidential data, or secret data, for instance in online banking,
online tax returns, encrypted communications, etc. To preserve the security of these
systems, it is crucial to ensure that these programs cannot be exploited by an attacker
to leak user’s secrets. Take for instance the password checker in Listing 1.1 which
checks whether a user’s attempt—possibly controlled by an attacker—corresponds to
a secret password. The goal of an attacker is to recover some information about
the secret password. A first step to protect secret data is to make sure that they
are erased from the memory after the execution of critical code, as illustrated in
Listing 1.1. This policy, called secret-erasure [73], limits the time secret data reside
in memory and protects them against subsequent memory disclosure vulnerabilities.

1 bool check_password(char attempt[LEN]) {
2 char password[LEN];
3 get_password(password );
4 for (int i = 0; i < LEN; i++)
5 if (password[i] != attempt[i])
6 return false;
7 clear_password(password );
8 return true;
9 }

Listing 1.1 – Example of password checker.

Unfortunately, ensuring that secret data do not leak to observable program outputs
and guaranteeing the absence of memory disclosure vulnerabilities is not sufficient for
ensuring the confidentiality of secret data. Indeed, when software are executed on
hardware, they produce measurable physical effects that can leak information about
their secret input, for instance via execution time [156], power consumption [157], elec-
tromagnetic emissions [209], radio signals [64], noise [116], etc. This class of attacks,
pioneered by Paul Kocher in 1996 [156], are called side-channel attacks.

Timing attacks are a special case of side-channel attacks that exploit the execution
time of a system to leak secrets. First timing attacks exploited measurable differences
in the execution time of a victim’s program happening when the sequence of executed
instructions depends on secret data. Consider again the password checker code in
Listing 1.1: the number of iterations of the loop—and hence the execution time of
the program—depends on the number of correct initial characters of attempt. An
attacker can make several guesses and, by measuring timing variations, estimate the
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number of correct initial characters, eventually recovering the secret password one
character at a time.

Timing attacks are particularly devastating as they do not necessitate special
equipment and can be run remotely by an attacker to recover full secret keys [51,
52, 50]. In a less obvious way, timing variations can also depend on the sequence
of memory accesses of the victim, because of cache hits and misses. An attacker
can abuse this mechanism and recover secrets via cache timing attacks [39]. More
generally, computations leave traces in the hidden state of the microarchitecture—i.e.
the way an architecture is implemented in a processor. If a victim leaks secrets to
the microarchitectural state, these secrets can be recovered by an attacker in a shared
physical environment, like a virtual machine or a cloud service, via microarchitectural
timing attacks. Microarchitectural channels include for instance cache state [39, 195,
131, 200, 2, 123], branch predictors [3, 104, 103], port contention [5], AVX [225], etc.

A solution to protect software against timing attacks is to adopt the constant-
time [30] programming discipline (a.k.a. constant-time policy). Constant-time pro-
gramming consists in writing a program in such a way that its control-flow and the
address of memory accesses do not depend on secrets 1. For instance, the password
checker given in Listing 1.1 violates the constant-time policy because the condition
at line 5 depends on the value of the secret password. A constant-time implementa-
tion, such as the one given in Listing 1.2, should not branch on the secret and always
execute the same number of loop iterations. Constant-time is the most effective coun-
termeasure for protecting programs against timing attacks [30] and is already used in
many cryptographic implementations [272, 36, 41].

1 bool check_password(char attempt[LEN]) {
2 char password[LEN];
3 get_password(password );
4 bool good = true;
5 for(i = 0; i < LEN; ++i) {
6 good &= password[i] == attempt[i];
7 }
8 clear_password(password );
9 return good;
10 }

Listing 1.2 – Constant-time version of the program in Listing 1.1 (as-
suming the comparison password[i] == attempt[i] is implemented

using branchless logic).

Since 2018, a new class of microarchitectural attacks, called transient execution
attacks [155, 172], has been made public, opening new opportunities for attacks.
These attacks exploit processor optimizations in order to leak secrets into the mi-
croarchitectural state. In particular, Spectre [155] attacks take advantage of out-of-
order execution and speculation mechanisms in order to trigger invalid sequence of
instructions—called transient executions—that encode secrets into the microarchitec-
tural state—for instance the cache. Thus far, there are four variants of Spectre [65]
according to the speculation mechanism exploited. In this thesis, we focus on Spectre-
PHT and Spectre-STL respectively exploiting the conditional branch predictor and
the memory disambiguation mechanism.

1. Some versions of constant-time also require that the operands of variable-time instructions [125,
14] do not depend on secret.
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Constant-time programming is not sufficient to protect against Spectre attacks
because it does not consider additional behavior introduced by transient executions.
Fortunately, an adaptation of constant-time, called speculative constant-time [67],
has been recently proposed to encompass these attacks. The idea behind specula-
tive constant-time is to enforce constant-time on the speculative semantics of the
program—comprising both sequential and transient executions.

The general context of this thesis is to develop program analysis techniques to help
enforce secret-erasure, constant-time and speculative constant-time, with a particular
focus on cryptographic code.

Program analysis for security. Formal methods [75] for program analysis have
been developed to verify (or refute) that existing programs satisfy given properties,
for instance that critical systems do not have runtime errors or unexpected behaviors.
Sound program analysis, which over-approximate the semantics of a program (such as
abstract interpretation [81]) offer strong guarantees that a program satisfies a property.
However, they cannot precisely find bugs and can have high numbers of false alarms
when applied to large systems that are not initially designed for formal verification and
are often limited to small critical systems. On the contrary, bug-finding techniques,
which under-approximate the semantics of a program (e.g. symbolic execution [151]
or bounded model-checking [44]) cannot prove that a program satisfy a property but
can precisely identify violations and are much easier to deploy on real-wold systems.

In the context of security, many program analysis techniques—especially for bug-
finding [150]—focus on detecting exploitable violations of safety properties such as
buffer overflows, use-after-free, race conditions, etc. and numerous efficient tools have
been developed for analyzing safety properties [58, 121, 152, 136, 146, 82, 19]. Safety
properties [12] are properties of individual execution traces. Informally, safety prop-
erties state that “bad things” do not happen during the execution of a program [12],
and a counterexample for a safety property is a finite execution trace exhibiting this
“bad thing”. For instance, use-after-free is a safety property where the “bad thing”
is dereferencing a dangling pointer, and a counterexample is an execution trace of a
program in which a dangling pointer is dereferenced.

However many important security properties—e.g. protecting user’s secrets from
an attacker—cannot be expressed as properties of individual traces but are expressed
as properties of sets of traces—i.e. they are hyperproperties [77]. In particular, infor-
mation flow properties, which regulate the leakage of information from secret input of
a program to public output, relate two execution traces—i.e. are 2-hypersafety proper-
ties [77]. These properties are necessary to express security policies of cryptographic
implementations such as constant-time, cache side-channel freedom, secret-erasure,
or the absence of transient execution attacks. Consequently, it is crucial to develop
efficient automated verification tools to verify 2-hypersafety—or to find bugs. While
sound analysis have been developed for hyperproperties (e.g. type systems [218], log-
ics [76], model checking [110, 109], etc.), bug-finding techniques for hyperproperties
are still behind [150].

In this thesis, we try to bridge this gap by developing techniques for both bounded-
verification and bug-finding of 2-hypersafety. Our techniques can scale on real-world
program to find bugs; and can also provide strong guarantees when a program is secure.

Binary-level analysis Unfortunately, 2-hypersafety properties are generally not
preserved by compilers [231, 101, 43]. In Listing 1.1 for instance, secret-erasure is
enforced at source-level by erasing secret data from the memory at the end of the pro-
gram with a function clear_password, which could be memset(password, 0, LEN).
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This write operation does not influence the output of the program and therefore,
can be optimized-away by the dead-store-elimination pass of the compiler [269, 43,
101, 83], hence violating the secret-erasure policy in the executable code. Similarly,
reasoning about microarchitectural timing attacks requires to precisely reason about
conditional branches or store and load operations, yet these instructions can be added
at compiled time and are not always visible at source level [231, 43].

A first approach to solve this challenge is to use a formally verified compiler such
as CompCert [168] which preserves the properties through compilation. Along this
line, constant-time preservation was added to CompCert very recently [31]. However
CompCert is not as optimizing as mainstream compilers like clang or gcc and for
this reason, it is rarely used beyond safety-critical developments. Another example
is the Jasmin [7] ecosystem, for developing cryptographic software in a specialized
low-level language, coming with a formally verified and optimizing compiler that pre-
serves constant-time. However, this approach requires to re-implement cryptographic
primitives and does not apply to existing programs.

In this thesis, we adopt a different approach, applicable to existing programs: we
analyze these properties directly at binary level on existing cryptographic codes.

Symbolic execution for 2-hypersafety. A technique that scales well on binary
code and that naturally comes into play for bug-finding and bounded-verification is
symbolic execution (SE) [121, 63]. While it has proven very successful for standard
safety properties [48], its direct adaptation to 2-hypersafety through (variants of)
self-composition suffers from a scalability issue [24, 98, 182]. Some recent approaches
achieve better scaling, but at the cost of sacrificing either bounded-verification [254,
238]—hence sacrificing the guarantees they can offer on secure programs—or bug-
finding [49]—making them of minor interest when the program cannot be proven
secure.

1.2 Goal and challenges.

Our goal is to adapt binary-level symbolic execution for bug-finding and bounded-
verification of information-flow properties, in order to scale on real-world crypto-
graphic software. In particular, we target three crucial properties of cryptographic
code, namely secret-erasure, constant-time and speculative constant-time. This goal
can be divided into two main objectives. First, we need to adapt symbolic execution
for reasoning about 2-hypersafety at binary-level. Second, we need to reason about
program behaviors (i.e. microarchitectural state and transient executions) that are
not visible at the architectural level.

1.2.1 Binary analysis for 2-hypersafety

Designing automated verification tools for 2-hypersafety at binary-level is chal-
lenging for the following reasons:

C1 Common verification methods designed for safety do not directly apply to
2-hypersafety. While the problem of verifying 2-hypersafety properties can
be reduced to verifying safety properties on a transform program by self-
composition [33], it is inefficient in practice [241]. Consequently, there is a need
for dedicated techniques to efficiently analyze properties relating pairs of traces;
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C2 It is notoriously difficult to adapt formal methods to binary-level because of the
lack of structure information (data and control) and the explicit representation
of the memory as a large array of bytes [97, 23].

Instead of reducing 2-hypersafety to safety via self-composition and use off-the-shelf
verification tools, a recent promising approach is to implement dedicated analyzers to
model pairs of executions efficiently [38, 266, 18, 105]. The idea of analyzing pairs of
executions in a single symbolic execution instance while maximizing sharing between
these pairs of executions originates from back-to-back testing and has first been coined
as ShadowSE [62]. This idea has been reused later in the context of 2-hypersafety
verification and called relational symbolic execution (RelSE) [105].

Proposal. In a nutshell, we propose solving challenges C1 and C2 by adapting
relational symbolic execution to binary analysis. However, we show in this thesis
that a direct adaptation of RelSE does not scale in the context of binary-level analysis
to analyze constant-time on real cryptographic implementations. This is because
of the representation of the memory as large symbolic array which cannot be shared
between pairs of executions. Therefore, we propose dedicated optimizations for binary-
level RelSE, offering fine-grained information flow tracking in the memory. These
optimizations allow for better sharing at binary-level and enhanced tracking of secret
dependencies, leading to a reduction of the number of queries sent to the constraint
solver.

1.2.2 Reasoning about microarchitectural security

Reasoning about microarchitectural attacks is fundamentally different from rea-
soning about standard properties because it requires to take into account program
behavior that is not visible at the architectural level:

C3 The source of leakage depends on the details of the microarchitecture which is
often not publicly accessible [179] and too complex to model precisely, e.g. cache
state [39, 195, 131, 200, 2, 123], branch predictors [3, 104, 103], port contention [5],
AVX [225], etc.;

C4 Reasoning about Spectre attacks requires to take into account the speculative
semantics of programs [67], with out-of-order execution and speculation mecha-
nisms. Modeling the new behavior introduced by transient executions can quickly
degrade the precision or the performance of the analysis.

Proposal. To address challenge C3, we target a property called constant-time
which offers an abstraction to reason about microarchitectural side-channels without
modeling the details of the microarchitecture, and guarantees the absence of timing
leaks [30]. Moreover, building on a parametric leakage semantics from prior work [35],
we generalize our analysis by making it parametric in the leakage model. This allows
us to target secret-erasure in addition to different variations or constant-time.

Finally, to model Spectre attacks we extend our analysis to speculative constant-
time [67] which is a property analogous to constant-time that takes speculations into
account while abstracting away intricate details of the microarchitecture. However we
show that modeling explicitly in symbolic execution all additional transient executions
introduced by the speculative semantics can quickly lead to path explosion. Our key
idea to address challenge C2 is to adapt relational symbolic execution to model both
transient executions and sequential executions at the same time, which we call Haunted
RelSE.
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1.3 Contributions

In this thesis, we tackle the problem of designing efficient symbolic analyzers for
verifying information flow properties at binary-level. We restrict to a subset of infor-
mation flow properties, relating traces following the same path, that includes crucial
properties of cryptographic implementations such as constant-time (cf. Chapter 4),
secret-erasure (cf. Chapter 5), and speculative constant-time (cf. Chapter 6).

1.3.1 Primary contributions overview

Technical contributions. Our main challenge is to design analyzers that scale on
real-world cryptographic code. Our technical contribution for addressing this chal-
lenge is to design dedicated optimizations tailored to the problem at hand:

— We propose dedicated optimizations for relational symbolic execution at binary
level, named binary-level RelSE (Chapter 4). Considering that, in binary-level
RelSE, the explicit representation of the memory prevents sharing between pairs
of executions, our key technical insight is to propose a shared memory repre-
sentation, based on read-over-write [107], in order to improve sharing in the
memory, track information flow, and reduce the number of queries sent to the
solver;

— We propose dedicated optimization for modeling speculative semantics in sym-
bolic analyses, named Haunted RelSE (Chapter 6). Considering that modeling
speculative semantics in RelSE quickly leads to path explosion, our key technical
insight is to model sequential paths and transient paths at the same time using a
combination of sound path pruning and logical encoding of the remaining paths.

We argue that proposing both bug-finding and bounded-verification in one tool
is a major advantage because binary-level tools usually have a steep learning curve
and a developer who wants to analyze their code only has to master a single tool.
Consequently, one of our concerns is to design techniques that scale on real-world
cryptographic code without sacrificing bug-finding nor bounded-verification. For this,
we formally prove our analyses correct for bug-finding (cf. Theorem 2) and bounded-
verification (cf. Theorem 4). Moreover, the optimizations that we propose do not
approximate the semantics of programs—which we formally prove for Haunted RelSE
(cf. Theorem 6).

Implementation of two symbolic analyzers. On the practical side, we imple-
mented our techniques into two tools that we open-sourced on github:

— Binsec/Rel [85]: the first efficient automatic analyzer for bug-finding and
bounded-verification of constant-time and secret-erasure at binary-level;

— Binsec/Haunted [86]: the adaptation of Binsec/Rel to efficiently model
the speculative semantics of programs and find Spectre-PHT and Spectre-STL
vulnerabilities.

These tools are compiler-agnostic, target 32-bit x86 and ARM architectures and do not
require source code. Both tools and their underlying techniques have been evaluated
on cryptogtaphic binary codes, achieving better performance than state-of-the-art
approaches. In our experiments, Binsec/Rel is 715× faster than standard RelSE,
achieving exhaustive bounded-verification on large programs—e.g. 17 minutes for an
implementation of Curve25519-donna [40] with 10 millions unrolled instructions—
whereas the latter times out. Binsec/Haunted can exhaustively analyze code up
to 5k static instructions for the Spectre-PHT and is faster than state-of-the-art tools
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KLEESpectre [252] and Pitchfork [67]. For Spectre-STL, it can exhaustively analyze
codes up to 100 instructions and find vulnerabilities in codes up to 6k instructions.

Application to cryptographic code. On a more concrete perspective, these tools
have been applied to perform extensive analysis of cryptographic primitives from well
known libraries (Libsodium [41], OpenSSL [192], BearSSL [207] and HACL* [272]);
and to automate and extend prior manual study on the preservation of constant-
time [231] and secret-erasure [269]. In total, we analyze:

— 338 binaries for constant-time, including 18 binaries from cryptographic primi-
tives and 320 configuration from utility functions;

— 680 binaries for secret-erasure (i.e. 17 scrubbing functions in 40 compilers con-
figurations);

— 45 binaries for Spectre-PHT and Spectre-STL, including 13 configuration from
5 real-world cryptographic primitives and 13 new litmus tests for Spectre-STL
that we propose.

Interestingly, using Binsec/Rel and Binsec/Haunted we were able to detect
new violations:

— We discovered that gcc -O0 and backend passes of clang may introduce
constant-time violations that cannot be detected at LLVM level, which shows
the importance of reasoning at binary-level;

— We discovered that scrubbing functions implemented using volatile function
pointers can introduce additional register spilling that might break secret-erasure
when compiled with gcc -O2 and gcc -O3;

— We discovered that index-masking, a well-known defense against the most promi-
nent variant of Spectre, may introduce vulnerabilities with regard to another,
less well-known, variant of Spectre;

— We also found that PIC options [112] from the gcc compiler may introduce
Spectre violations.

Overall, our contribution is twofold. First, we show that, with appropriate opti-
mizations, binary-level relational symbolic execution scales on cryptographic code, even
when considering speculative execution. Second, we propose flexible tools for analyzing
several properties and apply them on existing cryptographic codes.

1.3.2 Secondary contributions

External repositories. During this thesis, we developed and open-sourced the fol-
lowing tools:

— Binsec/Rel: a symbolic binary analyzer for constant-time and secret-
erasure [85] has been released at https://github.com/binsec/haunted and
the benchmarks at https://github.com/binsec/rel_bench;

— Binsec/Haunted: a symbolic binary analyzer to detect Spectre attacks [86] has
been released at https://github.com/binsec/haunted and the benchmarks at
https://github.com/binsec/haunted_bench;

— We also developed an easily extensible framework for studying preservation of
secret-erasure by compilers [84], available at https://github.com/binsec/rel_
bench/tree/main/src/secret-erasure;

https://github.com/binsec/haunted
https://github.com/binsec/rel_bench
https://github.com/binsec/haunted
https://github.com/binsec/haunted_bench
https://github.com/binsec/rel_bench/tree/main/src/secret-erasure
https://github.com/binsec/rel_bench/tree/main/src/secret-erasure
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— We propose a new set of litmus tests in order to evaluate analysis tools for
Spectre-STL, available at https://github.com/binsec/haunted_bench/blob/
master/src/litmus-stl/programs/spectrev4.c.

Papers. The work presented in Chapters 4 and 6 has been published in the following
papers:

— Binsec/Rel: Efficient Relational Symbolic Execution for Constant-Time at
Binary-Level [87], Lesly-Ann Daniel, Sébastien Bardin, Tamara Rezk. Pub-
lished in the proceedings of IEEE Symposium on Security and Privacy (SP) in
2020;

— Hunting the Haunter—Efficient Relational Symbolic Execution for Spectre with
Haunted RelSE [88], Lesly-Ann Daniel, Sébastien Bardin, Tamara Rezk. Pub-
lished in the proceedings of the Network and Distributed System Security Sym-
posium (NDSS), 2021.

The work presented in Chapter 5 have been submitted to:

— Binsec/Rel: Symbolic Binary Analyzer for Security with Applications to
Constant-Time and Secret-Erasure, Lesly-Ann Daniel, Sébastien Bardin,
Tamara Rezk. Sumbitted to ACM Transactions on Privacy and Security
(TOPS), 2021. (Under review).

Finally, the work in Appendices B and C.1 has been adapted from a presentation to
the LASER Workshop 2021 and submitted to the post-workshop proceedings:

— Reflections on the Experimental Evaluation of a Binary-Level Symbolic Analyzer
for Spectre, Lesly-Ann Daniel, Sébastien Bardin, Tamara Rezk. Sumbitted to
the proceedings of Learning from Authoritative Security Experiments Results
(LASER), 2021. (Under review).

Additional work. During this thesis, we also worked on the design and formal
analysis of hardware countermeasures enabling secure speculation. Along this line,
we propose a microarchitectural semantics that generalizes speculation mechanisms;
design a hardware monitor that enables secure speculation; and formally prove its
security guarantees. This work has been done in collaboration with Márton Bognár,
Job Noorman, and Frank Piessens and is still in progress.

1.4 Outline

This thesis starts with two background chapters:

— Chapter 2 introduces key concepts in automated program analysis, stressing the
difference between analysis that over-approximate the semantics of programs
(i.e. sound analyses) and analyses that under-approximate the semantics of pro-
grams (i.e. bug-finding techniques). It introduces a particular program analysis
technique called symbolic execution that can be used for both sound analysis and
bug-finding and which we use in this thesis. It also introduces binary analysis
pointing out why it is needed and how does it differ from source code analy-
sis, presents the Binsec binary analysis platform in which we implement our
tools. Finally, it introduces a low level language called DBA that we use in this
thesis to model low-level programs and a symbolic execution for this low-level
language;

https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
https://www.ndss-symposium.org/ndss2021/laser-workshop-2021/
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— Chapter 3 introduces the properties that we analyze in this thesis. It starts by
defining information flow analysis and noninterference, pointing out that these
properties are not regular safety properties but 2-hypersafety properties. It
presents microarchitectural timing attacks and a common software-based mitiga-
tion called constant-time that we analyze in this thesis. Finally, it presents tran-
sient execution attacks—with a particular focus on Spectre-PHT and Spectre-
STL, the two variants of Spectre addressed in this thesis—and introduces the
speculative constant-time policy which is the adaptation of constant-time that
additionally encompasses Spectre attacks.

The main contributions presented in this thesis are developed in three contribution
chapters:

— Chapter 4 presents a technique for efficient constant-time analysis at binary-level
based on relational symbolic execution, enhanced with dedicated optimization.
It proposes Binsec/Rel, the first efficient tool for bug-finding and bounded-
verification of constant-time programs and performs extensive experiments on
a set of 338 cryptographic binaries, showing the advantage of the technique.
It also automate a prior manual study on the preservation of constant-time by
compilers and, interestingly, finds new vulnerabilities introduced by backend
passed of clang and out-of-reach of LLVM verification tools;

— Chapter 5 generalizes binary-level RelSE presented in Chapter 4, to a subset of
information flow properties encompassing constant-time and secret-erasure. It
extends Binsec/Rel to verify secret-erasure. Finally, it proposes an easily ex-
tensible framework to verify various enforcement mechanisms for secret-erasure
compiled with multiple compilers and, using this framework, automates a prior
manual study on preservation secret-erasure by compilers. Interestingly, it shows
that enforcement of secret-erasure using volatile function pointers may introduce
additional register spilling, hence violating secret-erasure;

— Chapter 6 extends binary-level RelSE presented in Chapter 4 for the detection of
Spectre attacks and proposes optimizations, called Haunted RelSE, to efficiently
explore the speculative behavior of programs. It proposes a prototype tool for
Haunted RelSE, called Binsec/Haunted, and compare it against standard
approaches and against two state-of-the-art tools on a set of small test cases and
on real cryptographic implementations. These experiments show that Haunted
RelSE can find more violations and scales better than state-of-the-art techniques
and tools. Finally, it reports that a standard defense for Spectre-PHT (i.e. index-
masking), options to compile position independent code in gcc may introduce
Spectre-STL violations.

Finally, we conclude and give some perspectives for future work in Chapter 7.

How to read. Each contribution chapter can be read independently from the others.
Chapters 5 and 6 build on the theoretical foundations introduced in Chapter 4 and
are therefore easier to read after reading this chapter. Still, they are self-contained
and the key concepts and notations are reminded using reminder boxes. Additionally,
all notations are summarized in the list of symbols at page xi.

Reminder

This reminder box summarizes content from a previous chapter.
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Chapter 2

Automated Program Analysis

Chapter overview

This chapter introduces technical background on program analysis.
— Section 2.1 gives an overview of program analysis, in particular on the

difference between sound analyses and bug-finding techniques;

— Section 2.2 introduces a particular program analysis technique called sym-
bolic execution, which we use in this thesis;

— Section 2.3 introduces binary analysis and its challenges and presents the
Binsec analysis platform in which we implement our analyzers. Finally,
it introduces a low-level language called DBA with its formal semantics,
and presents a symbolic execution for this low-level language.

2.1 Overview of program analysis

Formal methods [75] are mathematically-based techniques to reason on properties
of programs. A program P is defined as the a set of possible behaviors 1 permitted
by the semantics of its source code. A property, usually specified as a mathematical
formula on the semantics of programs, defines a set P or acceptable program behaviors.

Definition 1 (P � P). A program P satisfies a property P, written P � P, if and
only if P ⊆ P.

Definition 2 (P 2 P). Conversely, a program P violates a property P, written P 2 P,
if and only if ∃c ∈ P. c 6∈ P. A particular program behavior c that violates the property
is called a counterexample or a bug.

Automated program analyses try to automatically decide whether a program P

satisfies a property P or not. To do this, they compute a set of behaviors A modeling
the real program behaviors, for which they are able to decide whether A � P or A 2 P.

Unfortunately, Rice theorem states that “all non-trivial semantic properties of
programs are undecidable”. Consequently, automatic static analyses cannot always
correctly decide meaningful properties when they consider non-trivial behaviors of P.
They have to approximate the set of real program behaviors. Two main approaches
can be adopted for automated program analysis, offering complementary tradeoffs:

1. We purposely leave the definition of behavior abstract for now and refine it in Section 3.1.2.
Concretely (for standard safety properties) a program behavior can be understood as an execution
trace of the program.
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— Sound program analyses over-approximate the set of real program behaviors and
can prove that a program satisfies a given property (detailed in Section 2.1.1);

— On the contrary, bug-finding techniques, often under-approximate the set of
real program behaviors. In general, they can not show that a program satisfies
a property but they can find real bugs and tend to scale better on common
programs (detailed in Section 2.1.2).

In the literature, program analyses have targeted various properties such as mem-
ory safety properties (e.g. the absence of use-after-free bugs), functional properties
(e.g. partial correctness), timing behavior (e.g. worst-case-execution time analysis),
security (e.g. confidentiality of secret data), etc.

2.1.1 Analysis by over-approximation

Sound program analyses provide strong guarantees that a program satisfies a given
property by over-approximating its semantics, as illustrated in Figure 2.1a. More
precisely, the set A of program behaviors computed by the analysis, encompasses all
possible real program behaviors (P ⊆ A). Consequently, if the analysis can prove that
such an over-approximation of the program satisfies a property (i.e. A ⊆ P) then it
can conclude that the program satisfies the property:

P ⊆ A ∧A ⊆ P =⇒ P ⊆ P =⇒ P � P

However, by over-approximating the semantics of a program, the analysis can
report false alarms, as illustrated in Figure 2.1b. As a consequence, when such an
analysis fails to prove a property, i.e. ∃c ∈ A. c 6∈ P, it cannot conclude whether or
not the program violates the property. The counterexample could be part of the real
program behavior c ∈ P or it could be a false alarm c 6∈ P and manual analysis is
generally required to conclude:

P ⊆ A ∧ ∃c ∈ A. c 6∈ P 6=⇒ ∃c ∈ P. c 6∈ P

(a) Example of sound analysis: the
analysis successfully shows that the

program is secure.

(b) Example of a false alarm: the
analysis reports a bug while the

program is secure.

Figure 2.1 – Illustration of a sound analysis A for a property P,
which over-approximates the semantics of a program P.

The main limitation of sound analyses is that when they are applied on programs
that have not been designed to be formally verified, the over-approximation can easily
become too imprecise, including many behaviors that are not in P. In practice, in
this scenario, the analysis will generate false alarms and be unable to prove that the
property is satisfied. Moreover, if the program is really insecure, real violations can be
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drown in the high number of false alarms making it hard for a developer to conclude
if the program indeed violates the property. For these reasons, sound analyses are
restricted to (relatively small) critical systems where the violation of a property can
have damaging consequences and formal verification is a concern from the start of
the development. Successful applications include the ASTRÉE [82] analyzer that
has successfully proven the absence of runtime errors in embedded control-command
software, or the Frama-C [152] platform which is used for the verification of industrial
safety-critical software.

2.1.2 Analysis by under-approximation

Contrary to sound analyses, analysis that under-approximate the semantics of a
program, cannot prove that a program satisfies a property, but can find real violations,
as illustrated in Figure 2.2a. More precisely, the set A of program behaviors computed
by the analysis only contains real program behaviors (A ⊆ P). Consequently, if the
analysis finds a bug (∃c ∈ A. c 6∈ P) then it can conclude that the program violates
the property:

A ⊆ P ∧ ∃c ∈ A. c 6∈ P =⇒ ∃c ∈ P. c 6∈ P =⇒ P 2 P

However, by under-approximating the semantics of a program, the analysis can
miss bugs, as illustrated in Figure 2.2b. As a consequence, when such an analysis fails
to find bugs, it cannot conclude whether or not the program satisfies the property (the
program could satisfy the property or the analysis might have missed a violation):

A ⊆ P ∧ A ⊆ P 6=⇒ P � P

(a) Example of bug-finding : the
analysis successfully shows that the

program is insecure.

(b) Example of unsound analysis:
the analysis fails to find bugs while

the program is insecure.

Figure 2.2 – Illustration of bug-finding for a property P where the
analysis A under-approximates the semantics of a program P.

Definition 3 (Bug-finding). We use the term bug-finding to denote an analysis which
is able to conclude that a program violates a property (like under-approximating anal-
yses) but also to report a real program behavior c ∈ P ∧ c 6∈ P as a counterexample
(e.g. a program input whose execution violates the property).

Contrary to sound analyses, bug-finding techniques are relatively easy to set-up
and automate and can often be applied off-the-shelf on large scale systems [121, 48].
They can report concrete bugs to help developers patch their software. These tech-
niques range from random testing to directed fuzzing [119, 57], or coverage guided
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fuzzing [58]. For these reason, bug-finding techniques are widely adopted for program
analysis, even on non critical code.

Link with thesis

In this thesis, we build on an automatic program analysis technique called sym-
bolic execution. In general, symbolic-execution under-approximates the seman-
tics of programs and is used for bug-finding. However, it can also be used as a
sound analysis when it is able to explore all the behaviors of a program.

2.2 Symbolic execution

Section overview

This section introduces an automated program analysis technique called sym-
bolic execution (cf. Section 2.2.1), presents its application for bug-finding and
(bounded-)verification (cf. Section 2.2.2), and finally discusses its limitations
(cf. Section 2.2.3).

2.2.1 Overview of symbolic execution

Symbolic Execution (SE) [151, 63, 59, 121] consists in executing a program on
symbolic inputs instead of concrete inputs.

Variables and expressions of the program are represented as terms over these
symbolic inputs. A symbolic store—here denoted ρ—maps program variables to their
symbolic expressions. Along symbolic execution, when an assignment x = y + 2 is
met, ρ x is updated with the symbolic value corresponding to y + 2, i.e. ρ[x 7→ ρ y+2].

A path in a program is a sequence of instructions that can be executed from the
initial state (e.g. the beginning of the main function). It is defined by the control-flow
(direction of conditional jumps or targets of indirect jumps). In symbolic execution,
the current path is modeled with a logical formula that is the conjunction of condi-
tional expressions (or indirect jump targets) encountered along the execution. This
formula is called path predicate–here denoted π. This path predicate can be solved
with an off-the-shelf automated constraint solver, typically an SMT solver [249], to
check if the path is feasible. At a conditional branch, the condition is evaluated to a
symbolic expression c and symbolic execution forks to follow both outcomes:

— On the first path, the expression c is added to the path predicate (i.e. π = π∧c)
and the execution moves to the true branch;

— On the second path, the negation of the condition c is added to the path predi-
cate (i.e. π = π ∧ ¬c) and the execution moves to the false branch.

Then, symbolic execution continues along satisfiable branches.
Symbolic execution can explore many different program paths, including deep

complex paths, and generate concrete test inputs exercising these paths. A illustrated
in Example 1, it can also be used to check local assertions along a path, e.g. check at
each division x \ y that y cannot be 0.

Example 1 (Symbolic execution). Consider symbolic execution of the simple
program in Listing 2.1 where we want to check that the division at line 9 can-
not be a division by 0. For simplicity, we assume that integers cannot overflow.
Symbolic execution starts with an empty path predicate (π = true) and a sym-
bolic store that maps input variables a and b to unconstrained symbolic values
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(ρ = {a 7→ a, b 7→ b}). After the conditional branch at line 2, SE forks into two
paths:

1. On the first path, the path predicate is updated to π = a ≤ 0 and the
execution continues along the true branch. Along this branch, ρ is updated
with ρ[y 7→ 1] and ρ[x 7→ 0]. Finally, at line 9, the assertion trivially holds as
ρ y = 1;

2. On the second path, the path predicate is updated to π = a > 0 and the
execution continues along this branch. At line 5, ρ is updated with ρ[y 7→
4×a]. At line 6 a new conditional branch is evaluated and forks the execution:

(a) Along the then path, the path predicate is updated to π = a > 0∧b > 0
and the symbolic store to ρ[x 7→ 2× b]. Finally, at line 9, we need to
check that the assertion holds: if it is possible to find input a and b
that satisfy π and such that ρ y = 0 then there is a violation along this
path. In other words, we have a violation if a > 0 ∧ b > 0 ∧ 4 × a = 0
is satisfiable—which we can check with a constraint solver. Because the
formula is unsatisfiable, there is no violation along this path;

(b) Along the else path, the path predicate is updated to π = a > 0∧ b ≤ 0
and the symbolic store to ρ[x 7→ −b] and ρ[y 7→ −b× 4× a]. Finally,
at line 9, we check the assertion by sending the query a > 0 ∧ b ≤
0∧−b× 4× a = 0 to the solver. The query is satisfiable and the solver
returns a counterexample triggering the vulnerability, e.g. a = 4 and
b = 0.

1 int foo(int a, int b) {
2 if (a <= 0) {
3 y = 1; x = 0;
4 } else {
5 y = 4 * a;
6 if (b > 0) { x = 2 * b; }
7 else { x = -b; y = x * y; }
8 }
9 return x \ y; // assert y != 0

10 }

Listing 2.1 – Example of program.

2.2.2 Bug-finding and bounded-verification

Symbolic execution is flexible as it can be used for bug-finding or for sound analysis,
offering the guarantees discussed in Sections 2.1.1 and 2.1.2. It can also sacrifice one
of these guarantees for instance by unrolling unbounded loops only for a fixed number
of iterations, or by using partial concretization/abstractions of the symbolic state [89]
(i.e. respectively constraining some variables to be equal to their runtime values /
simplifying the formula by replacing complex expressions by unconstrained symbolic
values), etc.

Symbolic execution for bug-finding. Symbolic execution can be used for bug-
finding (unlike most sound program analysis techniques) as it makes no over-
approximation when updating the symbolic state. To improve scalability of symbolic
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execution, a commonly employed approach is to mix symbolic execution with concrete
execution—called dynamic symbolic execution (DSE) [119, 228]. While DSE sacrifices
soundness, it greatly improves the robustness of symbolic execution, making it able
to scale on larger or more complex programs [48] e.g. by concretely executing system
calls that cannot be symbolically executed, or by concretizing part of the formula to
help the solver.

Symbolic execution for (bounded-)verification. Symbolic execution is sound
along a path as it makes no under-approximation when updating the symbolic state.
If it can exhaustively explore all program paths, symbolic execution can therefore be
used as a sound analysis. In practice, the number and length of paths in a program can
be infinite (e.g. because of unbounded loops or recursion) in which case an exhaustive
symbolic execution would never terminate. A solution is to consider a weaker form of
soundness which restrict to execution traces of size k, namely soundness-up-to-k—also
called bounded-verification. Bounded-verification guarantees that a property holds for
behaviors of length k (or below). In practice this is enough to prove properties of
programs with bounded-loops and recursion such as many cryptographic primitives.
To improve the scalability of symbolic execution and allow for (unbounded) sound
analyses, it is possible to sacrifice bug-finding, by relaxing the path constraint or by
using loop invariants or function summaries [118].

Symbolic execution in practice. Dramatic progress in program analysis and con-
straint solving over the last two decades have made SE a tool of choice for intensive
testing. Examples include DSE in SAGE [121], which has proven very successful for
testing Microsoft applications in production mode at a very large scale [48]; EXE [60],
which has been used to find bugs in Linux file systems [267]; or KLEE [58, 61] which
has been successfully applied to generate high coverage tests and to find safety and
functional bugs in GNU Coreutils [58, 178], OpenCL programs [79], network protocols
implementations [236]. SE is also commonly used in vulnerability analysis [19, 20, 223,
221], firmware analysis [238, 270, 91, 80], and other security-related analysis [264, 27,
263].

Link with thesis

Symbolic execution is mostly used for bug-finding and less commonly used for
bounded-verification. In this thesis, we are interested in both bug-finding and
bounded-verification—which is realistic because the programs we consider are
not overly complex (i.e. cryptographic primitives with a few thousand lines). We
propose optimizations for symbolic execution that make no over-approximations
nor under-approximations along a path.

2.2.3 Limitations

Symbolic execution has some limitations that are discussed in detail (together with
solutions) in a relatively old but still very relevant survey [63]. Two limitations that
are particularly important and that will materialize in this thesis are path explosion
and solver limitations.

Path explosion. Symbolic execution is vulnerable to path explosion, a.k.a. state
explosion. As symbolic execution creates a new path at each conditional statement,
the number of paths grows exponentially with the program size. If a program contains
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unbounded loop or recursion (e.g. for(i=0;i<n;i++) when n is a symbolic input), the
number of paths can even be infinite. To mitigate this problem, a first approach is
to identify redundant paths, which will exercise the same behavior as previously ex-
plored paths, and prune them [47]. Alternatively, it is also possible to merge different
states [161] without giving up on soundness and bug-finding. However, state merging
must be applied carefully [160] as it also increases the size and complexity of symbolic
expressions.

In addition, search heuristics can be used to guide symbolic execution in order
to maximize some coverage criteria [262]. In this case, only a subset of the program
paths is explored, which yields to an under-approximation of the program semantic
and makes the analysis incomplete, i.e. some bugs can be missed and the program can
no longer be proven secure.

Solver limitations. Symbolic execution depends on the ability of the solver to solve
the symbolic path predicate efficiently. Despite dramatic improvement of solver per-
formance, constraint solving remains the main bottleneck in symbolic execution. As
constraints are accumulated over a path, the formula becomes more and more com-
plex, eventually blowing-up the solver on deep and complex paths. To mitigate this
issue, a solution is to design simplifications dedicated to specific problems encountered
in symbolic execution of real programs [107] or reusing the results of previous similar
queries as implemented in KLEE [58].

Link with thesis

In Chapter 4, we design dedicated optimizations to resolve constraints ahead
of the solver and hence mitigate solver limitations. In Chapter 6, we overcome
path explosion due to modeling speculative executions with (sound) redundant
path pruning, and a symbolic encoding of memory speculations that avoids path
forking.

2.3 Binary analysis

Section overview

This section, starts by presenting the rationale behind binary analysis (cf. Sec-
tion 2.3.1), followed by its challenges (cf. Section 2.3.2). Next, it presents the
Binsec binary analysis platform, on top of which we build our analyzers (cf.
Section 2.3.3). Finally, it introduces a low-level language called DBA that we
use in this thesis to model low-level programs (cf. Section 2.3.4), and presents
a symbolic execution for this low-level language (cf. Section 2.3.5).

2.3.1 What you see is not what you execute

The semantics of source programs can differ in subtle ways from the semantics
of binary code, meaning that analyzing source code can yield different results than
analyzing binary code. For instance, scrubbing operations that are used in crypto-
graphic code to clear secret data from memory after the execution of a program can be
optimized away by the dead-store-elimination pass of compilers, as detailed in CWE-
14 [83]. In the piece of code memset(key,0,size); free(key), the call to memset
will be removed by the compiler because it has no effect on the program. This is
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called the WYSINWYX phenomenon: What You See (in source code) Is Not What
You eXecute [23].

To address this phenomenon, some tools have taken the path of directly analyzing
binary code [96, 53, 230, 171]. These tools disassemble binary code into assembly
instructions, lift instructions to an intermediate representation (IR) and perform their
analysis at the IR level. They usually come with basic operations on the intermediate
language such as control flow graph reconstruction, or code simplifications. Finally,
they offer various types of analyses such as symbolic execution, dynamic analysis,
tainting, slicing, etc.

Analyzing binary code over source code has many advantages:

— Many programs are distributed in executable form, without access to source
code. If users of these programs want to verify the absence of bugs or malicious
code (such as backdoors), they have to resort to binary analysis. Binary code
analysis is also crucial in malware detection and reverse engineering as their
source code is often not available;

— For some vulnerability analysis, source code might simply not be the right level
abstraction as many details are only known after compilation. This includes
for instance register usage, which is important to reason about secret-erasure
as register spilling can store secrets in the memory that are not erased after
execution. This also includes the exact sequence of instruction (e.g. whether a
piece of code is compiled to branchless code or a conditional jump, or whether
an operation is performed via registers or on the stack with load and store
operations) which is important to reason about microarchitectural and transient
execution attacks;

— Some properties are not always preserved through compilation, meaning that a
property can hold on the source programs but not on the executable code. While
there exist certified property-perserving compilers like CompCert [168], they are
far from mainstream compilers like gcc or clang in terms of code optimizations,
which strongly restricts their adoption.

Link with thesis

In this thesis, we target properties that are not necessarily preserved by com-
pilers. In order to offer strong guarantees on the executable code, we perform
our analyses at binary-level. To this end, we build our analyzers on top of the
binary analysis platform Binsec [96].

2.3.2 Challenges of binary analysis

Low-level code operates on a set of registers and a single (large) untyped memory.
During the execution, a call stack contains information about the active functions
such as their arguments and local variables. A special register esp (stack pointer)
indicates the top address of the call stack and local variables of a function can be
referenced as offsets from the initial esp 2. Binary analysis poses additional challenges
over source-code analysis because many high-level information are lost at compilation,
such as types, variables, functions, or control-flow information. Moreover, it has been
shown in a recent study [205] that intermediate representations generated from binary
code are more verbose and lead to more complex queries than those generated from
source code.

2. esp is specific to x86, but this is generalizable, e.g. sp for ARMv7.
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In binary-analysis, control-flow information is not trivial to recover. First, high-
level control-flow statement (while, for, if) are translated to flag updates, masking
the link between conditions and registers or memory locations that set the flag as
illustrated in Listing 2.2. This extra level of indirection makes high-level condition
recovery challenging [97]. Second, control-flow graph reconstruction relies on the
ability of the analysis to identify targets of indirect jumps and function calls [244,
180].

Binary-level analysis requires to explicitly reason about the memory. Evalua-
tion and assignments of source code variables become memory load and store op-
erations in binary code as illustrated in Listing 2.2. Consequently, reconstructing
data-dependencies requires to precisely reason on memory accesses. Imprecise rea-
soning about memory accesses can quickly degenerate and propagate to the whole
analysis. Consider for instance a pathological (yet somewhat realistic) case in taint
analysis: a store operation to an imprecise location can taint the whole memory,
making the whole analysis completely impractical as detailed in Example 2.

Example 2 (Challenges of binary analysis.). Consider the source code given in
Listing 2.2a and its low-level code given in Listing 2.2b.

In the source version, given in Listing 2.2a, we clearly see that secret is written
in tab at line 8 only if the index idx is in the bounds of tab. Therefore it cannot
overwrite the value of the variable public at line line 10 and the program is secure.

In the low-level version of the program, given in Listing 2.2b, it is more difficult
to conclude. First, the high level condition is not trivial to recover because it
involves flag updates via cmp instructions. Second, reconstructing the data-flow
requires to precisely reason on memory aliases. Consider for instance a taint-based
security analysis on this program. To be able to prove the program secure, the
analysis must be able to determine a precise address set that is tainted by the
store at line 9 and additionally determine that the address of the load at line 10
does not belong to this set. If the analysis is not able to determine a precise
address set in which secret can be stored at line 9, it would consider that the
whole memory is tainted. In this case, the load at line 10 would return a tainted
value, triggering a false alarm when passed to the instruction leak.

1 uint32_t tab [10];
2 uint32_t secret = input ();
3 uint32_t public = input ();
4 uint32_t idx = input ();
5
6 if(0 < idx & idx < 10) {
7 // In-bound store
8 tab[idx] = secret;
9 }

10 leak(public ); // secure
11 return 0;

(a) Example of secure program.

1 cmp mem[idx], 0 // 0<idx
2 setnz dl
3 cmp mem[idx], 9 // idx <10
4 setbe al
5 and eax , edx // 0<idx <10
6 cmp eax , 0
7 jz line 11 // if not(0<idx <10)
8 mov eax , mem[idx]
9 mov mem[eax*4 + tab], mem[secret]

10 leak mem[public]
11 halt

(b) Low-level version of Listing 2.2a.

Listing 2.2 – Example of a program and its compiled version where
secret and public are respectively secret and public input. The
program is secure if and only if secret cannot leak via the instruction

leak.
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Link with thesis

In Chapter 4, we face a comparable challenge where explicitly reasoning about
the memory makes the analysis impractical. We propose simplifications dedi-
cated to binary level analysis to mitigate the issue.

Finally, binary analysis tools are also much more difficult and less intuitive to use
than their source-level counterparts. For instance, they often require reverse engineer-
ing to understand counterexamples or set-up the analysis (e.g. in our case specifying
secret data), require special treatments for extra code introduced by compilers (e.g.
indirect functions whose implementations are chosen at runtime, stack protectors), are
difficult to cross-validate because different tools might not support the same features,
etc. We detail some of the challenges we faced when implementing our binary-level
analyses, together with the solutions we adopted in Appendix B.

2.3.3 Binsec: a binary-analysis platform

Section overview

In this thesis we implement our analyses on top of the binary analysis platform
Binsec [90]. This section introduces the features of Binsec (cf. Section 2.3.3.1)
and its limitations (cf. Section 2.3.3.2).

2.3.3.1 Features

At a high level, Binsec disassembles binary code to assembly instructions, lifts
these instructions to an intermediate language suitable for analysis, called DBA, and
provides several analyses operating on DBA. This includes abstract interpretation [96],
SE and DSE [90], backward DSE [27], and robust SE [117] 3. In particular, Binsec
provides the following features, which significantly simplify the development of our
analyses:

1. A loader to easily access information encoded in the binary (ELF or PE format)
such as segment permissions or symbol information (in non-stripped binaries);

2. Disassembler from x86-32, ARMv7, or RiscV to the DBA intermediate repre-
sentation [28];

3. A symbolic execution engine—that we adapt for relational symbolic execution
in Chapter 4 and exploration of the speculative semantics in Chapter 6;

4. Modules to easily build and manipulate SMT formulas, featuring aggressive
simplification [107], and interfacing with many SMT solvers (z3, boolector, cvc4,
and yices).

The Binsec platform has been successfully used to perform various analyses,
including bug-finding of use-after-free [108, 188], deobfuscation [27, 220], analysis
of inline assembly [211, 210], verification of embedded kernels [189]. Moreover, the
lifting to DBA instructions has been positively evaluated in an external study [149].

2.3.3.2 Limitations

Floating-point operations. Binsec does not currently support floating-point in-
structions. Adding decoding support for decoding floating-point instructions would

3. Robust SE is an adaptation of SE dedicated to robust reachability, a property requiring that
a bug is always reachable regardless of uncontrolled inputs such as the initial memory or the value
of the initial stack pointer esp.
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not be difficult. However, supporting floating-point operations in the analyses would
be trickier as many constraint solvers still struggle on floating-point reasoning. Until
recently, the combination of the floating-point theory with theories used for binary
code reasoning (i.e. fixed-size bit-vectors and arrays), namely the qf_abvfp logic,
did not seem to attract much attention (only one benchmark in this division in the
2019 SMT-COMP [234]). However, since 2020, it seems to attract more attention
with 500 benchmark in this division in the 2020 SMT-COMP [235] and the appari-
tion of a new solver, bitwuzla [190], dedicated to the theories of fixed-size bit-vectors,
floating-point arithmetic, and arrays, showing very good performance in this category.

System calls. Another limitation of Binsec is that it does not handle system calls
in symbolic execution. A first solution would be to execute system calls concretely in
the analysis, however, because it under-approximates the possible program behavior,
this solution sacrifices soundness. Another solution would be to provide stubs for
system call, which model the effect of system calls as transitions on the symbolic state
or as sequences of DBA instructions.

Dynamic memory allocation. Binsec symbolic execution engine does not sup-
port dynamic memory allocation. A first solution, would be to concretize memory
allocations by setting the heap to a concrete address and handling malloc calls by
allocating disjoint address ranges and returning concrete addresses. The disadvantage
of this approach is that it makes assumptions on how the memory is allocated and
different allocation choices might lead to different results, making the analysis incom-
plete. Another solution would be to switch to a region-based memory model, as in
CompCert [15], that partitions the memory into distinct regions where each region
corresponds to a dynamic allocation. However this makes reasoning about memory
accesses and pointers arithmetic more difficult as pointer to different regions cannot
be easily compared, requiring dedicated reasoning [96, 42].

Instruction set architecture. The Binsec platform currently only supports x86-
32, ARMv7 and RiscV instruction sets. However, because the analysis is performed
on the intermediate representation, this limitation is not difficult to overcome. It only
requires to implement the decoding of x86-64 and its lifting to DBA expressions 4.

Dynamic linking. Finally, Binsec does not support dynamic libraries so libraries
must be statically linked. A first solution would be to implement a dynamic linker,
however it is worth noting than function from the standard library are complex (e.g.
system calls, indirect functions, etc.) and might pose problem for a static analyzer.
A second solution would be to provide stubs for the standard library.

2.3.4 Semantics of a low-level language (DBA)

DBA language. Through this thesis, we use an intermediate language to model
low-level code, called Dynamic Bitvector Automata (DBA) [28], which is used by
Binsec [96] to model low-level programs and perform its analysis. DBA is a general
low-level language featuring a small instruction set, which can model common instruc-
tion set architecture. DBA instructions are self-contained and free from side-effects
unlike real processor instructions, which can for instance implicitly update flags. The

4. As for now, decoding of x86-64 is implemented but testing and experimentation are still in
progress.
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prog ::= ε | stmt prog
stmt ::= <l,instr>

instr ::= v := expr | store expr expr | ite expr ? l1 : l2
| goto expr | goto l | halt

expr ::= v | bv | expr | expr expr | load expr

::= ¬ | −
::= + | × | ≤ | . . .

Figure 2.3 – Syntax of DBA programs, where l, l1, l2 are program
locations, v is a variable and bv is a value.

lifting of processor instructions to DBA makes all these side-effect explicit, as illus-
trated in Listing 2.3. These features make the DBA language particularly suitable for
formal analysis. The syntax of DBA programs is presented in Figure 2.3.

0: res32 := 0x01 + eax;
1: OF := (eax {31} = 0) & (eax {31} != res32 {31}); // Overflow flag
2: SF := res32 <s 0; // Sign flag
3: ZF := res32 = 0; // Zero flag
[...]
7: eax := res32;

Listing 2.3 – Lifting of x86 instruction add eax, 0x01 to DBA.

DBA configuration. Let Inst denote the set of instructions and Loc the set of
program locations. A program P : Loc→ Inst is a map from locations to instructions.
Values bv and variables v range over the set of fixed-size bitvectors BVn := {0, 1}n
(set of n-bit words). A concrete configuration is a tuple (l, r,m) where:

— l ∈ Loc is the current location, and P[l] returns the current instruction;

— r : V → BVn is a register map that maps variables from a set V to their bitvector
value;

— m : BV32 → BV8 is the memory, mapping 32-bit addresses to bytes and accessed
through instructions load and store.

An initial configuration is of the form c0 , (l0, r0,m0) where l0 is the address
of the entrypoint of the program, r0 is an arbitrary register map, and m0 is
an arbitrary memory. Let Loc⊥ ⊆ Loc the set of halting program locations
such that l ∈ Loc⊥ ⇐⇒ P[l] = halt. For the evaluation of indirect jumps, we
define a partial one-to-one correspondence from bitvectors to program locations,
to_loc : BV32 ⇀ Loc. If a bitvector bv corresponds to an illegal location (e.g. non-
executable address), to_loc bv is undefined.

DBA semantics. The evaluation of a DBA expression e to a bitvector value bv in
a configuration (l, r,m), denoted (l, r,m) e ` bv, is detailed in Figure 2.4.

— cst is the evaluation of a constant bv and simply returns the value of the
constant;
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— var is the evaluation of a variable v and returns the value mapped to v in the
register map r;

— unop is the evaluation of a unary operator e. It evaluates the expression e to
a concrete value bv, and returns the application of the operator to bv. The
case binop, for binary operators, is analogous;

— load is the evaluation of a load expression. The rule evaluates the index to a
bitvector bv and returns the value mapped to bv in the memory m.

Expr

cst
(l, r,m) bv ` bv

var
(l, r,m) v ` r v

unop
(l, r,m) e ` bv

(l, r,m) e ` bv
binop

(l, r,m) e1 ` bv1 (l, r,m) e2 ` bv2
(l, r,m) e1 e2 ` bv1 bv2

load
(l, r,m) e ` bv

(l, r,m) load e ` m bv

Figure 2.4 – Evaluation of DBA expressions.

The evaluation of the current DBA instruction in a configuration c to a configu-
ration c′, denoted c −→ c′, is detailed in Figure 2.5.

— halt is the evaluation of a halt instruction, and stays on the same final con-
figuration;

— s-jump is the evaluation of a static jump. It simply moves control to the next
target;

— i-jump is the evaluation of an indirect jump. The rule first evaluates the jump
target to a bitvector value bv, converts it to a location l′ and moves control to l′.
Notice that if bv corresponds to an illegal location (i.e. to_loc bv is undefined),
the execution is stuck. For convenience, we restrict to safe programs and, under
this hypothesis, to_loc bv is always defined and the execution is never stuck;

— ite-true and ite-false are the evaluation of a conditional jump. If the con-
dition evaluates to true (i.e. bv 6= 0) the rule moves control to l1 whereas if it
evaluates to false (i.e. bv = 0) the rule moves control to l2;

— assign is the evaluation of an assignment to a variable v. It evaluates the left-
hand side expression to a bitvector value bv and updates the value of v in the
register map r to map to bv. Finally, it moves control to the next instruction;

— store is the evaluation of a store instruction. The rule first evaluates the index
e and the value to store e′ to bitvector values bv and bv’. Then, it updates the
index bv in the memory m to map to bv’. Finally, it moves control to the next
instruction.

2.3.5 Binary-level symbolic execution

Symbolic execution scales relatively well on binary code—due to both the efficiency
of SMT solvers and concretization. Hence, strong binary-level SE tools do exist and
have yielded several highly promising case studies [121, 19, 72, 230, 90, 27, 220].
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Instr

halt
P[l] = halt

(l, r,m) −→ (l, r,m)

s-jump
P[l] = goto l′

(l, r,m) −→ (l′, r,m)

i-jump
P[l] = goto e (l, r,m) e ` bv l′ , to_loc(bv)

(l, r,m) −→ (l′, r,m)

ite-true
P[l] = ite e ? l1 : l2 (l, r,m) e ` bv bv 6= 0

(l, r,m) −→ (l1, r,m)

ite-false
P[l] = ite e ? l1 : l2 (l, r,m) e ` bv bv = 0

(l, r,m) −→ (l2, r,m)

assign
P[l] = v := e (l, r,m) e ` bv

(l, r,m) −→ (l + 1, r[v 7→ bv],m)

store
P[l] = store e e′ (l, r,m) e ` bv (l, r,m) e′ ` bv′

(l, r,m) −→ (l + 1, r,m[bv 7→ bv’])

Figure 2.5 – Evaluation of DBA instructions.

Logical notations. Low-level code operates on a set of registers and a single large
memory. In binary-level symbolic execution, values (e.g. registers, memory addresses,
memory content) are modeled with fixed-size bitvectors [111]. We use the type Bvm,
where m is a constant number, to represent symbolic bitvector expressions of size m.
The memory is modeled with a logical array [16] of type (Array Bv32 Bv8) (assuming
a 32-bit architecture).

The logic that combines reasoning on fixed-size bitvectors and array is called QF_-
ABV [29] (quantifier-free formulas over the theory of fixed-size bitvectors and array).
We let Φ denote the set of symbolic expressions in the QF_ABV logic and ϕ, φ, ψ, ι
be symbolic expressions ranging over Φ.

A symbolic array is a function (Array I V) that maps each index i ∈ I to a value
v ∈ V. Operations over arrays are:

— select : (Array I V)×I → V: take as arguments an array a and an index i and
returns the value v stored at index i in a;

— store : (Array I V)× I × V → (Array I V): take as arguments an array a, an
index i, and a value v, and returns the array a modified so that i maps to v.

These functions satisfy the following constraints for all array a ∈ (Array I V), indexes
i, j ∈ I, and value v ∈ V:

— select (store a i v) i = v: a store of a value v at index i followed by a select at
the same index i returns the value v;

— i 6= j =⇒ select (store a i v) j = select a j: a store at an index i does not
affect values stored at other indexes j.
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Satisfiability of a formula. A formula π is satisfiable if there exists a model
M that assigns concrete values to symbolic variable such that the formula π is true;
if there is no such assignment, the formula is unsatisfiable. The satisfiability of a
formula π with a model M is denoted M � π. By extension, we let M(ϕ) denote the
concrete evaluation of a symbolic expression ϕ (whose free variables are defined in pi)
under the assignment M . In the implementation, an SMT solver is used to determine
the satisfiability of a formula and obtain a satisfying model, denoted M �smt π.
Whenever the model is not needed for our purposes, we leave it implicit and simply
write � π or �smt π for satisfiability.

Symbolic configuration. A symbolic configuration is of the form
(
l, ρ, µ, π

)
where:

— l ∈ Loc is the current program point;

— ρ : V → Φ is a symbolic register map, mapping variables from a set V to their
symbolic representation as a symbolic expression in Φ;

— µ : (Array Bv32 Bv8) is the symbolic memory—an array of values in Bv8 indexed
by addresses in Bv32;

— π ∈ Φ is the path predicate—a conjunction of conditional statements and as-
signments encountered along a path.

The location l is not needed for symbolic evaluation of expressions, therefore, we omit
it and write

(
ρ, µ, π

)
to denote a symbolic configuration in this context.

Symbolic evaluation. Symbolic evaluation of an expression expr in a configuration(
ρ, µ, π

)
to a formula ϕ, is denoted

(
ρ, µ, π

)
expr ` ϕ and is given in Figure 2.6.

Detailed explanations of the rules follow:

— cst is the evaluation of a constant bv and returns the corresponding symbolic
bitvector bv;

— var is the evaluation of a variable v and returns the value mapped to v in the
register map ρ;

— unop is the evaluation of a unary operator e. It evaluates the expression e
to a symbolic value ϕ, and returns the application of the symbolic operator
(corresponding to the concrete operator ) to ϕ. The case binop, for binary
operators, is analogous;

— load is the evaluation of a load expression. The rule computes the symbolic
index ι and returns a logical select expression from the symbolic memory µ at
index ι.

Symbolic evaluation of instructions, denoted s  s′ where s and s′ are symbolic
configurations, is given in Figure 2.7. Detailed explanations of rules follow:

— s-jump is the evaluation of a static jump. It simply moves control to the next
target;

— i-jump is the evaluation of an indirect jump. The rule first evaluates the jump
target to a symbolic expression ϕ. It finds a concrete value l′ for the jump
target that satisfies the path predicate, and updates the path predicate and the
next location accordingly. Note that this rule is nondeterministic as l′ can be
any concrete value satisfying the constraint. In practice, we call the solver to
enumerate jump targets up to a given bound and continue the execution along
valid targets (which jump to an executable section);
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Expr

cst (
ρ, µ, π

)
bv ` bv

var (
ρ, µ, π

)
v ` ρ v

unop

(
ρ, µ, π

)
e ` φ ϕ , φ(

ρ, µ, π
)

e ` ϕ

binop

(
ρ, µ, π

)
e1 ` φ

(
ρ, µ, π

)
e2 ` ψ ϕ , φ ψ(

ρ, µ, π
)
e1 e2 ` ϕ

load

(
ρ, µ, π

)
eidx ` ι

∧

ϕ , select(µ, ι)(
ρ, µ, π

)
load eidx ` ϕ

Figure 2.6 – Symbolic evaluation of DBA expressions where (resp.
) is the logical counterpart of the concrete operator (resp. ).

— ite-true is the evaluation of a conditional jump when the expression evaluates
to true (the false case is analogous). The rule first evaluates the condition to a
symbolic expression ϕ, and if condition guarding the true-branch is satisfiable
(i.e. �smt π ∧ (ϕ 6= 0)), the rule updates next location to explore it;

— assign is the evaluation of an assignment. It allocates a fresh symbolic vari-
able to avoid term-size explosion, and updates the register map and the path
predicate;

— store is the evaluation of a store instruction. The rule evaluates the index and
value of the store, and updates the symbolic memory and the path predicate
with a logical store operation.

Link with thesis

In this thesis, we extend binary-level symbolic execution presented in this section
in two directions. In Chapters 4 and 5, we propose extensions to model pairs of
traces efficiently and verify information-flow policies. In Chapter 6, we propose
extensions to account for the speculative semantics and detect Spectre attacks.
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Instr

s_jump
P[l] = goto l′(

l, ρ, µ, π
)
 
(
l′, ρ, µ, π

)

i_jump

P[l] = goto e
(
ρ, µ, π

)
e ` ϕ

M �smt ϕ l′ , to_loc(M(ϕ)) π′ , π ∧ (ϕ = M(ϕ))(
l, ρ, µ, π

)
 
(
l′, ρ, µ, π′

)
ite-true

P[l] = ite e ? ltrue : lfalse(
ρ, µ, π

)
e ` ϕ π′ , π ∧ (ϕ 6= 0) �smt π

′(
l, ρ, µ, π

)
 
(
ltrue, ρ, µ, π

′)
ite-false

P[l] = ite e ? ltrue : lfalse(
ρ, µ, π

)
e ` ϕ π′ , π ∧ (ϕ = 0) �smt π

′(
l, ρ, µ, π

)
 
(
lfalse, ρ, µ, π

′)

assign

P[l] = v := e(
ρ, µ, π

)
e ` ϕ ϕ′ , fresh ρ′ , ρ[v 7→ ϕ′] π′ , π ∧ (ϕ′ = ϕ)(

l, ρ, µ, π
)
 
(
l + 1, ρ′, µ, π′

)
store

P[l] = store eidx eval
(
ρ, µ, π

)
eidx ` ι(

ρ, µ, π
)
eval ` ν µ′ , store(µ, ι, ν) π′ , π ∧ µ′ = store(µ, ι, ν)(

l, ρ, µ, π
)
 
(
l + 1, ρ, µ′, π′

)
Figure 2.7 – Symbolic evaluation of DBA instructions and expres-
sions where fresh returns a new unconstrained symbolic variable.
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Chapter 3

Low-level Security

Chapter overview

This chapter introduces technical background on the properties that we analyze
in this thesis.

— Section 3.1 introduces information flow properties, highlight the fact that
these properties are not regular safety but 2-hypersafety properties—i.e.
relating pairs of traces—and gives an overview of existing verification
techniques;

— Section 3.2 defines timing attacks and gives an overview of microarchi-
tectural timing attacks. It also introduces the constant-time property, a
software countermeasure that protects against microarchitectural timing
attacks and which we analyze in this thesis;

— Section 3.3 defines transient execution attacks and presents details of
the microarchitecture that are necessary for the comprehension of these
attacks. It also introduces the speculative constant-time property, the ex-
tension of constant-time to transient execution attacks which we analyze
in this thesis.

3.1 Information flow properties

Section overview

This section first introduces information flow policies and defines a well known
information flow property called noninterference, which is the basis of the prop-
erties considered in this thesis (cf. Section 3.1.1). Second, it highlights the fact
that these properties are not regular safety but 2-hypersafety properties—i.e.
relating pairs of traces (cf. Section 3.1.2). It finally gives an overview of existing
verification techniques for information flow policies (cf. Section 3.1.3).

3.1.1 Definition of information flow and noninterference

Information flow policies regulate the transfer of information between public and
secret domains. These policies are crucial to express important security policies such as
confidentiality—an attacker cannot infer secret input data by looking at the observable
outputs of the system. To reason about information flow, the program input is usually
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partitioned into two disjoint sets: the set of low (or public) input, and the set of high
(or secret) input 1.

Intuitively, information may flow from public to secret domain, as illustrated in
Listing 3.1a; but information flow from high to low domain is forbidden, as illustrated
in Listing 3.1b. Information may also flow indirectly via the control flow of the
program, as illustrated in Listing 3.1c where the final value of the public variable l
reveals the value of h mod 2. Finally, information can also leak via other mechanisms
that are not primarily intended for communicating information, called side channels.
This includes for instance program termination, as illustrated in Listing 3.1d where the
termination of the program leaks the value of h mod 2—i.e. the program loops forever
if h mod 2 = 1 and terminates otherwise. Timing channel can also leak information,
as illustrated in Listing 3.1e where the execution time of the program depends on the
value of h mod 2.

h = l mod 2

(a) Legal information flow.

l := h mod 2

(b) Leak via direct information flow.

h := h mod 2;
if (h = 1) then l := 1
else l := 0

(c) Leak via indirect information flow.

h := h mod 2;
while (h = 1) do skip

(d) Leak via termination channel.

h := h mod 2;
if h = 1 then sleep 5
else skip

(e) Leak via timing channel.

Listing 3.1 – Examples of programs to illustrate information flow
control where h is a high variable and l is a low variable.

Noninterference. Noninterference [122] is a well known information flow property
requiring that the secret input of the program does not interfere with publicly observ-
able outputs.

Definition 4 (Noninterference). A program is noninterferent if for each pair of initial
configurations c and c′ that agree on their low input (denoted c 'l c′) and that evaluate
to final configurations cf and c′f (denoted c →∗ cf ), then cf and c′f must also agree
on their low output (denoted cf 'o c′f ). Formally:

c 'l c′ ∧ c→∗ cf ∧ c′ →∗ c′f =⇒ cf 'o c′f

Example 3 (Noninterference). Consider the examples given in Listings 3.1a to 3.1c
where both equality of public inputs 'l and public outputs 'o are defined as the
equality of the low variable l.

The program in Listing 3.1a is trivially noninterferent because low variable l
is never assigned. Therefore, for two executions of the program starting with the
same value for l, the values of l in the final configurations are also the same,

1. In this thesis, we restrict to this simple high-low policy but note that it can be generalized to a
lattice of security domains [37, 93] where ordering relations between security domains in the lattice
determine legal flows.
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regardless of the value of h.
On the contrary, programs in Listings 3.1b and 3.1c are not noninterferent

because the final value of l depends on the initial value of h. Take for instance,
two initial configurations:

— c where h = 0 and l = 0, which produces a final configurations cf where
l = 0;

— c′ where h = 1 and l = 0, which produces a final configuration c′f where
l = 1.

We have exhibited two executions that agree on their initial low input but produce
different low outputs which violate noninterference.

Link with thesis

In this thesis, we design symbolic analyzers for properties derived from nonin-
terference.

3.1.2 Noninterference is a 2-hypersafety property

Contrary to standard safety properties which state that nothing bad can happen
along one execution of a program, information flow properties relate two execution
traces—they are 2-hypersafety properties [77]. In this section we give a high-level
definition of safety and 2-hypersafety, a reader interested by the formal definition of
these notions can read the excellent paper from Clarkson and Schneider [78] that
introduces hyperproperties.

Safety properties. Safety properties state that “bad things” cannot happen during
the execution of a program. They have first been introduced by Lamport [165] together
with liveness properties, which state that “something good” will eventually happen 2.
According to Alpern and Schneider [12], a “bad thing” must be:

— finitely observable: it must occur within a finite trace prefix,

— irremediable: once an execution has violated the property, any extension of this
execution still violates the property.

A counterexample of a safety property is therefore a finite trace prefix in which a “bad
thing” occurs. For instance, the absence of runtime errors is a safety property and a
counterexample is an execution of a program that triggers a runtime error.

Safety (and liveness) properties are trace properties, i.e. properties of individual
execution traces. However, noninterference is a property that cannot be expressed
as a trace property as it relates two executions of a program: it is a 2-hypersafety
property.

2-hypersafety properties. Hyperproperties [78] generalize trace properties from
properties of individual traces to properties of sets of traces. In this thesis we fo-
cus on a subset of hyperproperties, namely 2-hypersafety properties which generalize
safety properties to pairs of traces and are sufficient to express the information flow
properties we consider.

In 2-hypersafety properties, the “bad thing” is generalized from a finite trace to a
pair of finite traces, meaning that a counterexample of an hypersafety property is a

2. In this thesis, we focus on safety properties but the reader interested in liveness properties can
in Alpern and Schneider’s work, the first formal definition of liveness [11] and how to prove safety
and liveness [12]
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pair of execution traces. For instance, noninterference as defined in Definition 4 is
a 2-hypersafety property and a counterexample is a pair of executions that initially
agree on their low input but end with distinct low outputs.

3.1.3 Verification of information flow properties

Information flow type systems have been a widely studied approach for enforcing
information flow [218]. However, while these type systems can prove that a program
is secure, they are also prone to false alarms.

Alternatively, Barthe, D’Argenio, and Rezk showed that it is possible to reduce
verification of a 2-hypersafety property to verification of a safety property of a trans-
formed program via self-composition [33].

Lifting 2-hypersafety to safety via self-composition. Because information-flow
properties are not standard safety properties but 2-hypersafety properties 3, verifica-
tion tools designed for safety do not directly apply to 2-hypersafety. Self-composition
reduces a 2-hypersafety property of a program P to a safety property of a transformed
program P;P′ where P;P′ is the composition of P with a renamed version of itself,
as illustrated in Example 4.

Example 4 (Self-composition). Let the original program P be the program in
Listing 3.2a. The self-composed version of P is the program P;P′ given in List-
ing 3.2b.

Noninterference of P can be reduced to the following safety property of program
P;P′:

Definition 5 (Noninterference of P by self-composition). Program P is nonin-
terferent if and only if for all initial configuration c0 of P;P′, if l = l’ and c0

executes to a final configuration cf , then l = l’ in cf .

It is easy to show that the property does not hold by taking an initial config-
uration with l = l’ = 1, h = 1, and h’ = 0. This produces a final configuration
with l = 1 and l’ = 0, which violates Definition 5.

h := h mod 2;
if (h = 1) then l := 1
else l := 0

(a) Example of program.

h := h mod 2;
if (h = 1) then l := 1
else l := 0;
h’ := h’ mod 2;
if (h’ = 1) then l’ := 1
else l’ := 0

(b) Self composed version of program in List-
ing 3.2a.

Listing 3.2 – Example of (sequential) self-composition where h is a
high variable and l is a low variable.

3. In this thesis we consider only information flow policies expressible as 2-hypersafety. There exist
information flow policies that are not 2-hypersafety, such as possibilistic noninterference. However,
for simplicity, when we mention information-flow properties, we refer to those expressible as 2-
hypersafety.
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By reducing verification of 2-hypersafety to verification of safety, self-composition
makes it possible to reuse off-the-shelf tools designed for safety analysis in the context
of 2-hypersafety. Unfortunately, it has been showed that this approach does not scale
because off-the-shelf tools do not exploit redundancies inherent to self-composed pro-
grams [241]. To reduce the complexity of verifying the self-composed programs and
improve the applicability of self-composition, many approaches have been proposed
such as type-directed self-composition [241], product programs [32], modular product
programs [102], lazy-self composition [268], property-directed self-composition [229],
etc. Another approach is to directly adapt existing techniques to support reason-
ing about two executions, such as relational Hoare logic [38], probabilistic relational
Hoare logic [34], cartesian Hoare logic [237], relational separation logic [266], relational
symbolic execution [105], multiple facets [18, 187].

Link with thesis

In this thesis, we build on relational symbolic execution, a recent adaptation of
symbolic execution to information flow analysis.

3.2 Timing and microarchitectural attacks

Timing attacks and microarchitectural attacks belong to the class of side-channel
attacks. Side-channel attacks exploit the physical parameters of the implementation
or a cryptosystem rather than its mathematical properties. Timing attacks exploit
secret-dependent variations of the execution time of a program. Microarchitectural
timing attacks are a special case of timing attacks that exploit secret-dependent
changes to the microarchitectural state (such as the cache) that can be exploited
through timing to recover secret data. Unlike other side-channel attacks (e.g. power
consumption [157] or electromagnetic emissions [209]), timing attacks do not require
special equipment or physical access to the machine [52] and are therefore particularly
devastating.

Section overview

This section first defines timing attacks (cf. Section 3.2.1), then details cache
attacks, the most common type of microarchitectural attack (cf. Section 3.2.2),
and gives an overview of other microarchitectural timing attacks (cf. Sec-
tion 3.2.3). Finally, it defines constant-time a software-based countermeasure
against timing attacks that we analyze in this thesis (cf. Section 3.2.4).

3.2.1 Timing attacks

Execution time of a program can vary from one input to another according to
multiple parameters: control-flow, cache hit and misses, instructions that execute
in variable time depending on the value of operands (such as division), processor
optimizations, etc. Timing attacks exploit secret-dependent variations of execution
time in order to infer secret data using statistical analysis. Concretely, when the
execution time of a program depends on the value of a secret input, an attacker can
exploit the timing variation to recover the value of a secret, as coarsely illustrated in
Figure 3.1.

Timing attacks have been theorized by Paul Kocher in 1996 [156]. He designed a
timing attack targeting the modular exponentiation algorithm, which is at the root
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Figure 3.1 – Illustration of secret-dependent execution time. Clock
made by bqlqn and other icons made by Freepik from www.flaticon.

com.

of RSA and Diffie-Hellman popular cryptosystems. Shortly after, the attack has been
practically demonstrated, enabling full recovery of RSA secret keys in smartcards [94].

In the RSA cryptosystem, the decryption of a ciphertext c with a public key k is
given by the modular exponentiationM = ck mod N . The ciphertext c can be chosen
by an attacker; N is a public exponent, known by the attacker; and k is the secret key
that the attacker wants to recover. Fast modular exponentiation can be implemented
using the square and multiply algorithm given in Algorithm 1. Notice that at step i,
an extra step is performed depending on the value of the secret bit ki. This extra step
introduces a secret-dependent timing variation that can be exploited by an attacker
to recover the secret key one bit at a time.

Input: Ciphertext c, Secret key k.
Result: ck mod N
x← c;
for i = 1 to w do

x← x2 mod N ;
if ki == 1 then B Extra modular multiplication if ith bit of key is 1

x← x× c mod N ;
return x

Algorithm 1: Square and multiply algorithm where w is the size (in bits) of the
key k and ki is the ith bit of k.

For instance, an attacker can infer the value of the second bit 4, k2, as follows:
— If k2 = 1 then the algorithm performs a square-and-multiply operation, i.e.

x← c2 mod N followed by x← x× c mod N ;
— If k2 = 0 then the algorithm only performs a square operation x← c2 mod N .

Let us consider that the attacker can craft two ciphertexts cfast and cslow such that
computing the extra multiplication x ← x × cfast mod N is fast and x ← x × cslow
mod N is slow 5. Using statistical analysis, the attacker can infer the value of the
secret bit k2 from timing variations between cfast or cslow:

— If the multiplication is performed (i.e. k2 = 1), the computation will be faster
for cfast than for cslow;

— If the multiplication is not performed (i.e. k2 = 0), the timing variation when
computing cfast and cslow should look random.

4. Supposing that the first bit of k is always 1.
5. This can be done by choosing cfast and cslow such that the result of the multiplication x×cslow

is greater than the exponent N—thus requiring an extra reduction step—and x× cfast is lower than
N—thus sparing this extra reduction step.

https://www.flaticon.com/authors/bqlqn
https://www.flaticon.com/authors/freepik
www.flaticon.com
www.flaticon.com
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Once bits k0 . . . ki have been recovered, the attacker can use the same method to
retrieve bit ki+1, and eventually reconstruct the secret key one bit at a time.

In this particular case, a timing channel can be exploited because the sequence of
executed instructions depends on the secret.

3.2.2 Cache attacks

CPU caches are used to reduce the latency of memory accesses and mitigate the
performance gap between CPU and accesses to the main memory. Cache are small fast
memories located close to processor cores, which store data that have been recently
accessed from the main memory. When a memory access is performed, the processor
first checks if the corresponding entry is already in the cache. If the entry is in
the cache, its value is directly returned from the cache, this is called a cache hit.
Otherwise, the data has to be read from the (slower) main memory, it is called a
cache miss. After a cache miss, a new entry is inserted into the cache to hold the
data, evicting another entry 6. Cache attacks exploit these timing variations, induced
by cache hits and misses, in order to infer information on the memory accesses of a
victim and recover secret data.

Cache hierarchy. Most CPU have three levels of caches L1, L2, L3 where the L1
cache is the fastest but also the smallest, whereas the L3 cache is the biggest but
also the slowest (but still much faster than the main memory). L1 and L2 caches are
usually private to a CPU core, whereas the L3 cache is shared between cores, enabling
cross-cores attacks.

Cache attacks There are many types of cache attacks with different requirements
and targeting different levels of the cache hierarchy. We only detail here two well
known attacks (Prime+Probe and Flush+Reload) to illustrate different mecha-
nisms by which an attacker can recover secret via the cache side-channel. The inter-
ested reader can find a more complete overview of existing attacks (and defenses) in
van Schaik et al.’s work [248].

Prime and probe [195]. Prime+Probe has no strict requirement as the attacker
only needs to share a cache with its victim. Originally, Prime+Probe attack targeted
the L1 cache [195] (thus additionally requiring the attacker to execute on the same
physical core as the victim) but further versions demonstrate that it can also be used
against L3 cache, enabling cross-cores and cross-VM attacks [174].

1. The attacker primes the cache by filling it with her own entries;
2. The attacker executes the victim’s code;
3. Once the victim has executed, the attacker can probe the cache by timing ac-

cesses to her previously loaded lines. If the attacker observes a cache miss, then
her entry has been evicted, meaning that it has been accessed by the victim;
whereas if she observes a cache hit, the line has not been accessed by the victim.

Flush and reload [131]. Flush+Reload has stricter requirements than
Prime+Probe as it additionally requires shared memory between the attacker and
the victim 7 and the ability to flush instruction—e.g. using the cflush instruction.

6. Cache placement policies (how addresses are mapped to cache lines) and replacement policies
(which cache lines are evicted in case of conflict) are not detailed here.

7. Identical pages, e.g. shared libraries, can be shared between processes to reduce the memory
footprint.
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1. The attacker flushes some cache lines that she shares with the victim;

2. The attacker executes the victim’s code;

3. Once the victim has executed, the attacker can measure the time taken to reload
the cache lines that she has flushed. If she observes a cache hit, she can deduce
that the victim has accessed the shared line; whereas if she observes a cache
miss, she can deduce that the shared line has not been accessed by the victim.

Leaking secret via cache attacks. Using cache attacks, like Prime+Probe and
Flush+Reload, an attacker can deduce which cache lines have been accesses by her
victim and reconstruct the memory addresses accessed by her victim. If the victim’s
memory accesses depend on secret data, an attacker can thus recover these secret
data. For instance, cache attacks have been successfully mounted to expose AES
secret keys [131, 195, 39, 177], break ASLR [124], or even track users’ behavior from
malicious JavaScript [194].

3.2.3 Other microarchitectural side-channels

As research on microarchitectural side-channel evolves, new variants of microar-
chitectural channels are discovered. Apart from CPU caches, programs can leave
observable traces in many components of the microarchitecture, forming a wide va-
riety of microarchitectural side-channel that we cannot cover exhaustively. We still
give an overview of some of these attacks to illustrate their diversity and we refer
the interested reader to a survey [115] for more details on microarchitectural timing
attacks (and defenses).

The microarchitectural state includes many caches that, when shared between
an attacker and her victim, can be exploited to leak information. This includes for
instance DRAM row buffers [200] (which store the last accessed row in a DRAM
bank), instruction caches [2] (which store recently executed instructions), translation
lookaside buffers (TLB) [123] (which store translations between virtual addresses and
physical addresses), micro-op caches [213] (which store the translation of instructions
into micro-ops), cache directories [265] (which are used in cache coherence protocols
to track resident lines in the cache hierarchy) etc. In addition to timing attacks, the
cache state can also be extracted via alias-driven attacks, which exploit incoherent
memory states (e.g. resulting from aliases between cacheable and non-cacheable virtual
addresses) to observe which addresses are accessed by a victim [128].

In modern processors, the microarchitecture also includes many predictors that
improve performance but can leak information on the data they are trained with.
Such side-channels attacks have been demonstrated on the direct branch predictor [3,
104], indirect branch predictor [103], or return predictor [56]. Attackers can exploit
port contention to the execution units in hyperthreaded environments [5], revealing
which execution units are used by the victim (and therefore part of the control flow).
Non-constant time operations can leak content about their operands via timing such as
early-terminating multiplications [125] in embedded processors or floating-point oper-
ations [14]. Finally, some microarchitectural side-channel attacks exploit the behavior
of hardware extensions. This includes for instance an attack abusing abort operations
in Intel Transactional Synchronization Extension (Intel TSX), which de-randomizes
kernel memory layout and breaks KASLR [145]; or detecting whether the advanced
extension (AVX) unit is active in order to leak parts of the control-flow [225].
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3.2.4 Constant-time

To protect against microarchitectural timing attacks, a solution is to make the
execution time of a program and its effect on the microarchitectural state independent
from the secret input as illustrated in Figure 3.2. This can be achieved with constant-
time programming (a.k.a. constant-time policy) [30], which is already widely employed
to secure cryptographic implementations (e.g. BearSSL [36], NaCL [41], HACL* [272],
etc).

Figure 3.2 – Illustration of constant-time programming. Clock made
by bqlqn and other icons made by Freepik from www.flaticon.com.

On the one hand, to protect against attacks that can expose information about the
sequence of instructions executed by a victim—such as the timing attack on square-
and-multiply described in Section 3.2.1, but also microarchitectural attacks targeting
the instruction cache, branch prediction units or port contention—constant-time re-
quires the control-flow of the victim to be independent from the secret input. On
the other hand, to protect against attacks that can expose memory accesses of a
victim—typically cache attacks described in Section 3.2.2—constant-time requires the
memory accesses (including load and store addresses but not their values) to be inde-
pendent from the secret input. Finally, some versions of constant-time also requires
the operands of instructions that execute in non-constant time to be independent from
the secret input (e.g. divisions, floating-point operations, etc.). Because this defini-
tion of constant-time is architecture-specific, we restrict to a definition that forbids
secret-dependent control-flow and memory accesses.

Definition 6 (Constant-time (CT)). A program is secure w.r.t. constant-time if and
only if each pair of executions with the same public input have the same control-flow
and memory accesses.

Note that constant-time is not a property of one execution trace (safety) as it relates
two execution traces (it is a 2-hypersafety property) and thus requires appropriate
tools to efficiently model pairs of traces.

The constant-time programming discipline requires to write a programs in such
a way that the control-flow and memory accesses are independent from the secret
input. To achieve this, constant-time programming deviates from standard program-
ming behaviors and employs many binary operations to avoid branches, as illustrated
in Listing 3.3. For instance, for the square and multiply algorithm (Algorithm 1 in
Section 3.2.1), a constant-time implementation should always compute the multiplica-
tion, regardless of the value of the secret exponent, and the appropriate value should
be selected using branchless code, as implemented in BearSSL [208].

Unfortunately, it is known that constant-time is not necessarily preserved by com-
pilers [231, 43]. For instance, compilers can optimize a branchless code to a code with
conditional branches and the ct_select function in Listing 3.3 is actually compiled
to a conditional branch with clang-7.1 -m32 -march=i386 -O3. Writing constant-
time programs thus requires a good knowledge of the compiler but this is not always

https://www.flaticon.com/authors/bqlqn
https://www.flaticon.com/authors/freepik
www.flaticon.com
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sufficient: constant-time preservation depends on the version of the compiler and
optimization-level [231], forcing developers to resort to manual inspection of binary
code.

u32_t select(u32_t x, u32_t y, bool bit) {
return bit ? x : y; // Compiled to a conditional branch

}

u32_t ct_select(u32_t x, u32_t y, bool b) {
u32_t m = -(u32_t) ((( u32_t) b | -(u32_t) b) >> 31);
/* If b == 0, m is set to 0x0..0 and y is selected */
/* If b != 0, m is set to 0x1..1 and x is selected */
return (x & m) | (y & ~m);

}

Listing 3.3 – Example of a non-constant-time and a constant-time
selection functions where the value of b is secret.

Link with thesis

In Chapter 4, we develop a binary-level symbolic analyzer for constant-time and
generalize it in Chapter 5 to encompass more definitions, including for instance
operands of non-constant-time instructions.

3.3 Transient execution attacks

Section overview

This section first gives an overview of transient execution attacks (cf. Sec-
tion 3.3.1), then details the two variants of Spectre attacks that we consider
in this thesis, namely Spectre-PHT (cf. Section 3.3.2) and Spectre-STL (cf.
Section 3.3.3), and their software-based mitigations (cf. Section 3.3.4), some of
which we analyze in this thesis. Finally, it defines speculative constant-time, the
adaptation of constant-time to Spectre attacks, which we analyze in this thesis
(cf. Section 3.3.5).

3.3.1 Overview of transient execution attacks

Modern processors rely on heavy optimizations to improve performance. To reduce
dependencies between instructions and avoid stalling the pipeline when the operands
of an instruction are not available, they can execute instructions out-of-order. More
precisely, instructions are fetched in order and placed in a reorder buffer where they
can be executed in any order, as soon as their operands are available. On top of
this, processors also employ speculation mechanisms to predict the outcome of certain
instructions before the actual result is known. Instructions streams resulting from a
mispeculation—i.e. transient executions—are reverted at the architectural level and
are meant to be transparent to the program. However, the microarchitectural state
that is modified during transient execution is not reverted (e.g. cache state is not
restored).
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Spectre attacks [155] exploit these speculation mechanisms to trigger transient
executions of so called spectre gadgets that encode secret data in the microarchitectural
state, which is finally recovered via microarchitectural attacks (cf. Section 3.2). There
are four variants of Spectre attacks, classified according to the speculation mechanism
they exploit [65]:

— Spectre-PHT [155, 153] exploits the Pattern History Table, which predicts con-
ditional branches (cf. Section 3.3.2);

— Spectre-BTB [155] exploits the Branch Target Buffer, which predicts branch
addresses;

— Spectre-RSB [175, 158] exploits the Return Stack Buffer, which predicts return
addresses;

— Spectre-STL [139] exploits the memory disambiguation mechanism, which pre-
dicts Store-To-Load dependencies (cf. Section 3.3.3).

Speculation mechanisms at the root of BTB and RSB variants can, in principle,
be mistrained to jump to arbitrary addresses [67, 158], In practice, static analyzers
cannot precisely model arbitrary jump targets and have to resort to the conservative
solution of forbidding indirect jumps. For this reason, we focus on detecting violations
of Spectre-PHT and Spectre-STL in this thesis.

3.3.2 Spectre-PHT

At conditional instructions, processors can try to predict the value of the condition,
via the Pattern History Table (PHT), and speculatively execute one branch instead
of waiting for the evaluation of the condition. This mechanism is especially useful
when the condition of a branch depends on a memory access that is not yet resolved.
Instead of waiting for the result and stalling the pipeline, the processor can predict
the destination and start executing a branch. When the condition is finally resolved,
the processor checks whether its prediction is correct:

— If the prediction is correct, the speculative execution is committed and the pro-
cessor has avoided a pipeline stall, yielding a performance gain;

— If the prediction is incorrect, the speculative execution is reverted back to the
state before the prediction, with performance similar to a pipeline stall.

In the end, transient execution are transparent to the program (e.g. register values
are restored) and only correct execution define the architectural state. However, the
microarchitectural state is not reverted.

In Spectre-PHT, first introduced as Spectre variant 1 by Kocher et al. [155], the
attacker abuses the branch predictor to intentionally mispeculate at a branch. Even if
at the architectural level, a conditional statement in a program ensures that memory
accesses are within fixed bounds, the attacker can lead the PHT to mispredict the
value of a branch to transiently perform an out-of-bound memory access. This out-
of-bound access can leave observable effects in the cache that can ultimately be used
to recover the out-of-bound read value, as illustrated in Example 5.

Example 5 (Spectre-PHT). Consider the program in Listing 3.4 where idx is
controlled by an attacker. The goal of an attacker is to infer any secret data in
secretarray—more specifically by encoding secret data into the cache with the
function cache_encode.

In sequential execution, the conditional branch at line 13 ensures that the array
access at line 15 is in-bound, whatever the value of idx. Under this condition, the
variable toLeak can only contain public data loaded from publicarray. Therefore,
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the program is secure as only public data are encoded into the cache at line 10.
However, in a processor with speculative execution, an attacker can:

1. Mistrain the branch predictor by calling the function case1 many times with
in-bound indexes;

2. Call the function with idx set to 131088. The processor will mispre-
dict the conditional branch at line line 13 and transiently execute the
array access at line 15. Notice that publicarray[131088] aliases with
secretarray[0] as 131088 = 256 * 512 + 16 = sizeof(publicarray) +
sizeof(publicarray2). Therefore, secretarray[0] is loaded into the vari-
able toLeak;

3. The secret data secretarray[0] is encoded into the cache at line 10;

4. The processors eventually resolves the conditional and squashes transient
instructions;

5. Finally, the attacker can reconstruct the secret from the execution but
changes to the microarchitectural state remain. microarchitectural state us-
ing cache attacks (cf. Section 3.2.2).

1 // Public input
2 uint32_t publicarray_size = 16;
3 uint8_t publicarray [16] = { 1 .. 16 };
4 uint8_t publicarray2 [512 * 256];
5 // Secret input
6 uint8_t secretarray [16];
7
8 // This function encodes toLeak in the cache
9 void cache_encode(uint8_t toLeak) {
10 tmp &= publicarray2[toLeak * 512];
11 }
12 void case_1(uint32_t idx) {
13 if(idx < publicarray_size) { // Mispeculated
14 // Out -of-bound read , reads secretarray [0]
15 uint8_t toLeak = publicarray[idx];
16 cache_encode(toLeak );
17 }
18 }

Listing 3.4 – Proof-of-concept for Spectre-PHT, taken from Paul
Kocher’s set of litmus tests [95].

3.3.3 Spectre-STL

In out-of-order execution, instructions can be executed out-of-order as soon as their
dependencies are resolved. However, determining dependencies between load and store
instructions—i.e. Store-to-Load (STL) dependencies—is not an easy task because it
requires to precisely determine aliases between loads and stores. A load instruction
following a store at the same address cannot be reordered, whereas non-aliasing loads
and stores can be reorder. A conservative approach would be to require that loads do
not execute before the addresses of all preceding stores have been resolved. However,
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modern processors implement more aggressive optimizations: loads can speculatively
bypass preceding stores. This can lead to incorrect transient execution when the loaded
value is overwritten by a store that has been bypassed, but a memory disambiguation
mechanism detects these cases and revert transient executions to the state preceding
the load.

When store instructions are fetched, they are queued in a special microarchitec-
tural buffer called the store buffer. In the store-buffer, store instructions can be
reordered to avoid stalling on cache-miss stores, and processor can transiently execute
store instructions without having to commit changes to the main memory and revert
them if transient execution is squashed.

Instead of waiting for preceding stores to be retired, a load instruction can take its
value directly from a matching store in the store buffer with store-to-load forwarding.
Additionally, when the memory disambiguator predicts that a load does not alias with
pending stores, it can speculatively bypass pending stores in the store buffer and take
its value from the main memory [144]. This behavior is exploited in the Spectre-
STL [139] variant to load stale values containing secret data that are later encoded in
the cache, as illustrated in Example 6.

Example 6 (Spectre-STL). Consider the program in Listing 3.5 where idx is
controlled by an attacker. The goal of an attacker is to infer any secret data in
secretarray. The pointer ptr is initialized at line 10 to secretarray. The value
at ptr[idx] is set to 0 at line 12 with a store instruction via a “slow” pointer (i.e.
with many indirections).

In sequential execution, the load instruction at line 13 waits for the store at
line line 12 to be resolved and loads the value 0. Therefore, the program is secure
as only the value 0 can be encoded into the cache at line 13.

However, in transient execution, the load at line 13 speculatively bypasses
the slow store at line 12 and loads the value secretarray[idx]. Finally,
secretarray[idx] is encoded into the cache at line 13, and the attacker can re-
cover it later using cache attacks (cf. Section 3.2.2).

1 uint8_t publicarray2 [512 * 256]; // Public input
2 uint8_t secretarray [16]; // Secret input
3
4 // This function encodes toLeak in the cache
5 void cache_encode(uint8_t toLeak) {
6 tmp &= publicarray2[toLeak * 512];
7 }
8
9 void case_1(uint32_t idx) {

10 uint8_t* ptr = secretarray;
11 uint8_t ** slowptr = &ptr;
12 (* slowptr )[idx] = 0; // Bypassed store
13 cache_encode(ptr[idx]); // Loads secretarray[idx]
14 }

Listing 3.5 – Proof-of-concept for Spectre-STL, taken from
https://github.com/IAIK/transientfail/blob/master/pocs/

spectre/STL/main.c.

https://github.com/IAIK/transientfail/blob/master/pocs/spectre/STL/main.c
https://github.com/IAIK/transientfail/blob/master/pocs/spectre/STL/main.c
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3.3.4 Mitigations

Completely disabling speculative execution to protect against Spectre attacks
would drastically impact performance and is therefore not a viable option. We give
here an overview software-based defenses for Spectre-PHT and Spectre-STL, which are
the most relevant to our work. More defenses, including hardware-based mitigations
can be found in a survey on transient execution attacks by Canella et al. [65].

Link with thesis

It is not necessary to read this section entirely to understand the rest of this
thesis. Only the two following paragraphs on serializing instructions and index-
masking are recommended background for Chapter 6. The rest of this section
details software-based mitigations for Spectre-PHT and Spectre-STL because
some of these mitigations could be analyzed with our tool as future work.

Serializing instructions Instead of fully disabling speculations, serializing
instructions—such as lfence for Intel and csdb for arm—can be used to selectively
disable speculations. The lfence instruction, blocks the execution until preceding
instructions have been retired (and until all speculation have been resolved). To pro-
tect a conditional instruction against Spectre-PHT, it is sufficient to add an lfence
instruction before both of its successors. However protecting all conditional branches
of a program would be as inefficient as disabling speculations. Consequently, a better
approach is to selectively insert fences using static analysis [253, 250]. An example of
this is the /Qspectre switch in Microsoft’s C++ compiler (MSVC) which uses static
analysis to selectively insert lfence instructions when detecting a vulnerable pat-
tern [197]. However, Paul Kocher [154] showed that Microsoft’s analyzer misses many
gadgets, which are compiled to unprotected code. Because missed gadgets can com-
promise the security of the whole program, it is important for these static analyzers
to adopt a conservative approach in order to not leave any unprotected gadgets.

To protect against Spectre-STL, it is also possible to insert serializing instructions
between stores and loads, or between a load and the disclosure gadget. Because
inserting fences between all stores and loads would significantly degrade performance 8,
Intel recommends to only apply this mitigation selectively [143].

Arm also provides speculative store bypass barriers (SSBB and PSSBB) to protect
against Spectre-STL [142]. They prevent load instructions after the barrier from
bypassing store instructions before the barrier.

Finally, lfence instructions block speculative execution of instruction after the
barrier but they do not block speculative instruction fetches and microarchitectural be-
havior that occur pre-execution. These speculative instructions fetches can be used to
leak information—e.g. by powering up the advanced vector extension (AVX) unit [225].

Index masking. Index-masking [113] is a mitigation that has been proposed in
Apple’s Webkit [113] to protect against Spectre-PHT. The idea is to strengthen con-
ditional bound checks with branchless bound checks. As illustrated in Listing 3.7, a
mask is applied on the index before an array access to ensure that the access is always
in bounds. The protection is fully effective if the size of the array is a power of two;
otherwise, it still limits the range of the out-of-bound access.

8. The closest evaluation of the performance impact is the mitigation for Load-Value-Injection
(LVI) attacks, consisting in adding lfence instruction after every vulnerable load instruction, which
causes significant performance degradation (overhead of a factor 2 to 19) [55]
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if (index < array_size) {
x = array[index];

}

Listing 3.6 – Conditional array-bound
check where array_size is the length of

array.

if (index < array_size) {
x = array[index & mask];

}

Listing 3.7 – Index masking counter-
measure applied to Listing 3.6 where
mask=next_power_of_2(array_size)-1

Link with thesis

In Section 6.6.1 we analyze with our tool a set of small programs protected
with the index-masking countermeasure. We show that, while this countermea-
sure effectively protects against Spectre-PHT, it may introduce Spectre-STL
violations.

Pointer poisoning. Pointer poisoning is a second Spectre-PHT mitigation strategy
that has been implemented in Apple’s Webkit [113]. Contrary to index-masking, it
does not restrict to array bound checks but can be applied to other conditional checks
(like checking the type of an object).

In Webkit, pointers are xored with a pseudo-random poisoned value, specific to
the type of the pointed object. To perform a memory access, a poisoned pointer must
first be unpoisoned, using the correct poison value. Poison values are chosen such that
poisoned pointers (or pointers unpoisoned using the wrong value) are very likely to hit
unmapped memory. In case of mispeculation of a branch type check, the wrong poison
value is used for unpoisoning the pointer and the memory access fails, preventing the
attack.

Speculative load hardening (SLH). Speculative-load-hardening [66] (SLH) is a
mitigation that has been proposed in Clang, to protect against Spectre-PHT. The
idea behind SLH is to introduce a data dependency between the condition and the
load index, reducing the chances that the load is speculatively executed. Moreover,
even though the load is speculatively executed, the index is zeroed-out in case of
mispeculation and thus cannot leak data 9.

An example of SLH is given in Listing 3.8. The load at line 11 can only be
executed once the value of condition is known, and at this point the speculation on
the conditional branch at line 6 can also be resolved. If the branch is mispeculated
anyway, the pointer is zeroed at line 10. Another alternative is to harden the loaded
value, as illustrated at line 16. SLH requires that the conditional selections of the
mask at line 7 and 13 are implemented using branchless and unpredicted conditional
updates of registers (which are available in all modern architectures).

Site isolation Site isolation [212] has been proposed by Google to reinforce iso-
lation between websites by putting different websites in their own process. In the
context of transient execution attacks, where software boundaries between sites can
be speculatively bypassed, it limits memory disclosure to a single process, meaning
that a malicious website cannot exfiltrate data from other websites.

9. Under the hypothesis that memory addresses that are accessible from hardened pointers do
not contain secrets (typically the low 2GB of the address space).
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1 uintptr_t all_ones_mask = UINTPTR_MAX;
2 uintptr_t all_zeros_mask = 0;
3
4 void example(int* pointer1 , int* pointer2) {
5 uintptr_t mask = all_ones_mask;
6 if (condition) {
7 mask = !condition ? all_zeros_mask : mask;
8 [...]
9 // Harden the pointer so it cannot be loaded
10 pointer1 &= mask;
11 leak(* pointer1 );
12 } else {
13 mask = condition ? all_zeros_mask : mask;
14 [...]
15 // Harden the loaded value
16 int value2 = *pointer2 & predicate_state;
17 leak(value2 );
18 }
19 }

Listing 3.8 – Examples of speculative load hardening from https:
//llvm.org/docs/SpeculativeLoadHardening.html

Disabling speculative store bypass. To protect against Spectre-STL, the ap-
proach recommended by Intel is to employ Speculative Store Bypass Disable
(SSBD) [143]. This mitigation (which requires microcode update) disables the specu-
lative store bypass mechanism and prevents loads from being speculatively executed
before the address of preceding stores are resolved. It can be enabled system-wide or
for a single process.

Timer reduction Exploiting timing side-channel requires access to an accurate
timer. Reducing the accuracy of timers makes timing side-channel attacks more chal-
lenging, e.g. by preventing an attacker from distinguishing a cache hit from a cache
miss. This approach has been adopted in many web browsers [113, 137, 242, 251], to
protect against untrusted JavaScript code, by reducing timers precision in JavaScript
and adding jitter. However, this technique does not completely prevent side-channel
attacks but only makes them more challenging. Moreover, this approach has been
shown to be insufficient to prevent microarchitectural timing attacks in browsers as
timing information in JavaScript can be obtained from many other sources [224].

3.3.5 Speculative constant-time

Defending security-critical programs against Spectre is crucial but is not an easy
task: countermeasures such as serialization instructions, index masking, or specula-
tive load hardening must be applied selectively in order to degrade performance, but
missing exploitable gadgets can compromise the security of the whole system [154].
While constant-time programming (cf. Section 3.2.4) is sufficient to avoid leaking se-
crets via timing side-channels in sequential execution, it is not sufficient to prevent
Spectre attacks. For example, the program in Listing 3.4 is a trivially constant-time
since there is no secret-dependent branch or memory access. However, the program is

https://llvm.org/docs/SpeculativeLoadHardening.html
https://llvm.org/docs/SpeculativeLoadHardening.html
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vulnerable to Spectre-PHT since an attacker can mistrain the branch predictor and
leak secrets in transient execution.

Speculative constant-time [67] is a recent security property that extends constant-
time to take the semantics of speculative execution into account.

Definition 7 (Speculative constant-time (SCT) [67]). A program is secure w.r.t. spec-
ulative constant-time if and only if for each pair of (speculative) executions with the
same public input and agreeing on their speculation decisions, (e.g. follow regular path
or mispeculate at a branch), then their control-flow and memory accesses are equal.

Note that SCT (like constant-time and other information flow properties) is not
a property of one execution trace (safety) as it relates two execution traces (it is a
2-hypersafety property) and thus requires appropriate tools to efficiently model pairs
of traces.

Link with thesis

In Chapter 6, we develop a symbolic analyzer that takes into account the se-
mantics of speculative execution and analyzes speculative constant-time.
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Contributions
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Chapter 4

Binsec/Rel: Symbolic Binary
Analyzer for Constant-Time

Chapter overview

The constant-time programming discipline is an effective countermeasure
against timing side-channel attacks, requiring the control flow and the mem-
ory accesses to be independent from the secrets. Yet, writing constant-time
code is challenging as it demands to reason about pairs of execution traces
(2-hypersafety property) and it is generally not preserved by the compiler,
requiring binary-level analysis. Unfortunately, current verification tools for
constant-time either reason at higher level (C or LLVM), or sacrifice bug-
finding or bounded-verification, or do not scale. We tackle the problem of
designing an efficient binary-level verification tool for constant-time providing
both bug-finding and bounded-verification.

The technique builds on relational symbolic execution enhanced with new
optimizations dedicated to information flow and binary-level analysis, yielding
a dramatic improvement over prior work based on symbolic execution. We
implement a prototype, Binsec/Rel, and perform extensive experiments on
a set of 338 cryptographic implementations, demonstrating the benefits of our
approach. Using Binsec/Rel, we also automate a prior manual study on
the preservation of constant-time by compilers. Interestingly, we discover that
gcc -O0 and backend passes of clang introduce violations of constant-time
in implementations that were previously deemed secure by a state-of-the-art
constant-time verification tool operating at LLVM level, showing the impor-
tance of reasoning at binary-level.

4.1 Introduction

Timing channels occur when timing variations in a sequence of events depend on
secret data. They can be exploited by an attacker to recover secret information such
as plaintext data or secret keys. Timing attacks, unlike other side-channel attacks
(e.g based on power consumption [157], electromagnetic emissions [209]) do not re-
quire special equipment and can be performed remotely [51, 50]. First timing attacks
exploited secret-dependent control flow with measurable timing differences to recover
secret keys from cryptosystems [156]. With the increase of shared architectures (e.g.
infrastructure as a service) arise more powerful attacks, where an attacker can mon-
itor the cache of the victim and recover information on secret-dependent memory
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accesses [39, 195, 199]. More generally, microarchitectural attacks enable an attacker
to observe changes to the microarchitectural state [3, 104, 103, 5, 225, 115].

It is of paramount importance to implement adequate countermeasures to protect
cryptographic implementations from these attacks. Simple countermeasures consist-
ing in adding noise or dummy computations can reduce timing variations and make
attacks more complex. Yet, these mitigations eventually become vulnerable to new
generations of attacks and provide only pseudo security [217].

The constant-time programming discipline (CT) [30], a.k.a. constant-time policy,
is a software-based countermeasure to timing and microarchitectural attacks which
requires the control flow and the memory accesses of the program to be independent
from the secret input 1. Constant-time has been proven to protect against cache-based
timing attacks [30], making it the most effective countermeasure against timing at-
tacks, already widely used to secure cryptographic implementations (e.g. BearSSL [36],
NaCL [41], HACL* [272], etc).

Problem. Writing constant-time code is complex as it requires low-level opera-
tions deviating from traditional programming behaviors. Moreover, this effort is
brittle as it is generally not preserved by compilers [231, 147]. For example, rea-
soning about constant-time requires to know whether the code c=(x<y)-1 will be
compiled to branchless code, but this depends on the compiler version and optimiza-
tion [231]. As shown in the attack on a “constant-time” implementation of elliptic
curve Curve25519 [147], writing constant-time code is error prone [147, 231, 217].

Several constant-time analysis tools have been proposed to analyze source code [21,
45], or LLVM code [10, 49], but leave the gap opened for violations introduced in the
executable code either by the compiler [231] or by closed-source libraries [147].

Binary-level tools for constant-time using dynamic approaches [166, 69, 254, 257]
can find bugs but otherwise miss vulnerabilities in unexplored portions of the code,
making them incomplete; whereas static approaches [164, 99, 100] cannot report
precise counterexamples—making them of minor interest when the implementation
cannot be proven secure. Aside from a posteriori analysis, correct-by-design ap-
proaches [7, 46, 68, 272] require to reimplement cryptographic primitives from scratch,
and OS-based countermeasures [271, 173, 114, 126] incur runtime overhead and require
specific OS- or hardware-support.

Challenges. Two main challenges arise in the verification of constant-time:
C1 It is notoriously difficult to adapt formal methods to binary-level because of the

lack of structure information (data and control) and the explicit representation
of the memory as a large array of bytes [97, 23];

C2 Common verification methods do not directly apply because information flow
properties like constant-time are not regular safety properties but 2-hypersafety
properties [77], and their standard reduction to safety on a transformed program
via self-composition [33] is inefficient [241].
Symbolic execution (SE) [121, 63] is a technique that scale well on binary code and

has already shown promising results for binary analysis [121, 19, 72, 230, 90, 27, 220].
To address challenge C1, we build on symbolic execution tools for binary analysis [96]
which provide suitable abstractions for reasoning about binary code (i.e. loader, disas-
sembler, intermediate language, formula simplifications). However, the adaptation of
symbolic execution to 2-hypersafety properties through (variants of) self-composition

1. Some versions of constant-time also require that the size of operands of variable-time instruc-
tions (e.g. integer division) is independent from secrets.
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suffers from a scalability issue [24, 98, 182]. Some recent approaches achieve better
scaling, but at the cost of sacrificing either bounded-verification [254, 238] (by doing
under-approximations) or bug-finding [49] (by doing over-approximations).

Instead of using self-composition combined with off-the-shelf symbolic analyses, we
address challenge C2 by proposing a symbolic analysis modeling pairs of executions
that maximizing sharing between these pairs of executions. This idea, of analyzing
pairs of executions in a single symbolic execution instance while maximizing shar-
ing between them, originates from back-to-back testing and has first been coined as
ShadowSE [62, 196, 159]. It has been adapted later in the context of 2-hypersafety
verification and called relational symbolic execution (RelSE) [105].

However, a direct adaptation of RelSE does not scale in the context of binary-
level analysis because of the representation of the memory as a symbolic array. This
symbolic array cannot be shared directly between executions, which prevents efficient
information flow tracking, and results in sending a high number of queries to the
constraint solver.

Proposal. We tackle the problem of designing an efficient symbolic verification tool
for constant-time at binary-level that leverages the full power of symbolic execution
without sacrificing bug-finding nor bounded-verification. We present Binsec/Rel,
the first efficient binary-level automatic tool for bug-finding and bounded-verification
of constant-time at binary-level. It is compiler-agnostic, targets x86 and ARM archi-
tectures and does not require source code.

The technique is based on relational symbolic execution [62, 105]: it models two
execution traces following the same path in the same symbolic execution instance and
maximizes sharing between them. We show via experiments (Section 4.6.3) that RelSE
alone does not scale at binary-level to analyze constant-time on real cryptographic im-
plementations. Therefore, we propose dedicated optimizations for binary-level RelSE.
Our key technical insights are:

1. Complement RelSE with dedicated optimizations offering a fine-grained infor-
mation flow tracking in the memory, improving sharing at binary-level;

2. Use this sharing to track secret-dependencies and reduce the number of queries
sent to the solver.

Binsec/Rel can analyze about 23 million instructions in 98 min (3860 instruc-
tions per second), outperforming similar state of the art binary-level verification tools
based on symbolic execution [238, 254] (cf. Table 4.9, page 83), while being still correct
for both bug-finding and bounded-verification of constant-time.

Contributions. Our contributions are the following:

— We design dedicated optimizations for information flow analysis at binary-level.
First, we complement relational symbolic execution with a new on-the-fly sim-
plification for binary-level analysis, to track secret-dependencies and maximize
sharing in the memory (Section 4.4.2.1). Second, we design new simplifications
for information flow analysis: untainting (Section 4.4.2.2) and fault-packing
(Section 4.4.2.3). Moreover, we formally prove that our analysis is correct for
bug-finding and bounded-verification of constant-time (Section 4.4.3);

— We propose a verification tool named Binsec/Rel for constant-time analysis
(Section 4.5). Extensive experimental evaluation (338 samples) against standard
approaches based on self-composition and RelSE (Section 4.6.3) shows that it
can find bugs in real-world cryptographic implementations much faster than
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these techniques (×715 speedup) and can achieve bounded-verification when
they time out, with performance close to standard SE (×2 overhead);

— In order to prove the effectiveness of Binsec/Rel, we perform an extensive
analysis of constant-time at binary-level. In particular, we analyze 296 crypto-
graphic binary-codes previously verified at a higher-level, including codes from
HACL* [272], BearSSL [36], Libsodium [41]; we replay known bugs in 42 sam-
ples including Lucky13 [6]; and automatically generate counterexamples (Sec-
tion 4.6.2);

— Simon et al. [231] have demonstrated that clang optimizations break constant-
timeness of code. We extend this work in four directions going from 192 to 408
configurations (Section 4.6.2):

1. we automatically analyze the code that was manually checked in [231],

2. we add new implementations,

3. we add the gcc compiler and a more recent version of clang,

4. we add ARM binaries.

Interestingly, we discovered that gcc -O0 and backend passes of clang with
-O3 -m32 -march=i386 introduce violations of constant-time that cannot be
detected by LLVM verification tools like ct-verif [10].

Discussion. Our technique is shown to be highly efficient on bug-finding and
bounded-verification compared to alternative approaches, paving the way to a system-
atic binary-level analysis of constant-time on cryptographic implementations, while
our experiments demonstrate the importance of developing constant-time verification
tools reasoning at binary-level.

Related background

The following background is recommended before reading this chapter:
— introduction of symbolic execution, given in Section 2.2,

— definition of information-flow policies and self-composition, given in Sec-
tion 3.1,

— definition of constant-time, given in Section 3.2.4,

— the basics of binary analysis, given in Section 2.3—in particular the low-
level language used in this section, defined in Section 2.3.4 and the binary-
level symbolic execution on which we build, defined in Section 2.3.5.

4.2 Motivating example

Section overview

This section first illustrate the constant-time property on a small example (cf.
Section 4.2.1). Next, it illustrates the standard adaptation of symbolic execu-
tion, via self-composition, to constant-time verification and its limitations (cf.
Section 4.2.2). To overcome the limitations of self-composition, it introduces re-
lational symbolic execution (cf. Section 4.2.3). Finally, it presents the challenges
of combining relational symbolic execution with binary analysis, motivating the
need for dedicated optimizations (cf. Section 4.2.4).
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4.2.1 Constant-time analysis of a toy program

Consider the toy program in Listing 4.1. The constant-time policy considers that
the value of the conditional expression at line 3 and the address of the memory access
at line 5 are leaked. We say that a leak is insecure if it depends on the secret input.
Conversely, a leak is secure if it does not depend on the secret input. Constant-time
holds for a program if there is no insecure leak.

1 x = secret_input ();
2 y = public_input ();
3 if (y == 0) { return 0; } // leak y = 0
4 else { z = x / y; }
5 return tab[z]; // leak z

Listing 4.1 – Toy program with one control-flow leak and one memory
leak.

Example. Consider two executions of this program with the same public input:
(x, y) and (x′, y′) where y = y′. Intuitively, we can see that the leakages produced
at line 3, y = 0 and y′ = 0, are necessarily equal in both executions because y = y′;
hence this leak does not depend on secret input and is secure. On the contrary, the
leakages at line 5 can differ in both executions. For instance, take y := 1, x := 0 and
x′ := 1, then the leak is 0 in the first execution and 1 in the second; hence this leak
depends on secret input and is insecure.

The goal of an automatic analysis is to prove that the leak at line 3 is secure and
to return concrete input showing that the leak at line 5 is insecure.

4.2.2 Symbolic execution and self-composition

Symbolic execution can be adapted for constant-time analysis following the self-
composition principle. Instead of self-composing the program, we rather self-compose
the formula with a renamed version of itself plus a precondition stating that the
low inputs are equal [201]. Basically, this amounts to model two different executions
following the same path and sharing the same low input in a single formula.

At each conditional statement, exploration queries are sent to the solver to de-
termine satisfiable branches—followed by both executions (similar to standard SE
exploration). Moreover, additional insecurity queries specific to constant-time are
sent before each conditional statement and memory access to determine whether they
depend on secret—if an insecurity query is satisfiable then a constant-time violation
is found.

Example. As an illustration, consider the symbolic execution of the program in
Listing 4.1 where variables x and y are assigned symbolic values x and y.

At the first conditional (line 3), the symbolic execution generates a formula of
the condition: c , (y = 0). Second, self-composition is applied on the formula with
precondition y = y′ to constrain the low inputs to be equal in both executions. Finally,
a postcondition c 6= c′ asks whether the value of the condition can differ, resulting in
the following insecurity query:

y = y′ ∧ c , (y = 0) ∧ c′ , (y′ = 0) ∧ c 6= c′
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This formula is sent to an SMT solver. If the solver returns unsat, meaning that the
query is not satisfiable, then the conditional does not differ in both executions and
thus is secure. Otherwise, it means that the outcome of the conditional depends on the
secret and the solver returns a counterexample satisfying the insecurity query. Here,
the SMT solver z3 [92] answers that the query is unsatisfiable and we can conclude
that the leak is secure.

Similarly, at the memory access (line 5), symbolic execution generates a formula
to ask whether the value of the memory access can differ in both executions, resulting
in the following insecurity query:

y = y′ ∧

(
z , x/y ∧ y 6= 0 ∧
z′ , x′/y′ ∧ y′ 6= 0

)
∧ z 6= z′

Here, the solver answers that the query is satisfiable and returns as a counterexamples
a model {x = 0; x′ = 1; y = 1; y′ = 1}, for which z = 0 and z′ = 1.

Limits. Basic self-composition suffers from two weaknesses:

— It generates many insecurity queries—at each conditional statement and memory
access. Yet, in the previous example it is clear that the conditional does not
depend on secrets and the query could be spared with better information flow
tracking.

— The whole original formula is duplicated, so the size of the self-composed formula
is twice the size of the original formula. Yet, because parts of the program that
only depend on public input are equal in both executions, the self-composed
formula contains redundancies that are not exploited.

4.2.3 Relational symbolic execution

Self-composition can be improved by maximizing sharing between the pairs of
executions [62, 196, 159, 105]. Like self-composition, RelSE models two executions
of a program P , let us call them p and p′. The difference is that RelSE, models
both p and p′ at the same time. Variables of P are mapped to relational expressions
which are either pairs of expressions 〈e | e′〉 or simple expressions 〈e〉. Variables that
must be equal in p and p′—i.e. that only depend on low input—are represented as
simple expressions; whereas variables that may be different (i.e. which may depend on
secrets) are represented as pairs of expressions. Secret-dependencies are propagated
(in a conservative way) through symbolic execution using these relational expressions:
if the evaluation of an expression only involves simple operands, its result will be
a simple expression; whereas if it involves a pair of expressions, its result will be a
pair of expressions. Additionally, notice that because constant-time forbids secret-
dependent control-flow, there are no implicit flows (i.e. secret-dependencies resulting
from secret-dependent control-flow). This representation offers two main advantages:

— It enables sharing redundant parts of p and p′, reducing the size of the final
formula;

— Variables that map to simple expressions cannot depend on secret input, which
makes it possible to spare insecurity queries.

Example. Consider RelSE of the toy program in Listing 4.1. Variable x is assigned
a pair of expressions 〈x |x′〉 and y is assigned a simple expression 〈y〉. Note that
the precondition that public variables are equal is now implicit since we use the same
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symbolic variable in both executions. At line 3, the conditional expression is evaluated
to c , 〈y > 0〉 and we need to check that the leakage of c is secure. Since c maps to a
simple expression, we know by definition that it does not depend on the secret, hence
we can spare the insecurity query.

RelSE maximizes sharing between both executions and tracks secret-dependencies
enabling to spare insecurity queries and reduce the size of the formula.

4.2.4 Challenge of binary-level analysis

Recall that in binary-level SE, the memory is represented as a special variable of
type (Array Bv32 Bv8). We cannot directly store relational expressions in it, therefore
we have to duplicate it in order to store high inputs at the beginning of the execution.
Consequently thememory is always duplicated and every select operation will evaluate
to a duplicated expression, preventing sharing and secret-tracking in many situations.

Example. As an illustration, consider the compiled version of the previous program,
given in Listing 4.2. The steps of RelSE on this program are given in Figure 4.1. When
the secret input is stored in memory at line 1, the array representing the memory
is duplicated. This propagates to the load expression in eax at line 3, and to the
conditional expression at line 4. Intuitively, at line 4, eax should be equal to the
simple expression 〈λ〉 in which case we could spare the insecurity query like in the
previous example on source code. However, because dependencies cannot be tracked
in the array representing the memory, eax evaluates to a pair of select expressions
and we have to send the insecurity query to the solver.

1 store ebp -8 := 〈x |x′〉 // store high input on stack
2 store ebp -4 := 〈y〉 // store low input on stack
3 eax := load ebp -4 // assign 〈y〉 to eax
4 ite eax ? l1 : l2 // leak 〈y = 0〉
5 [...]

Listing 4.2 – Compiled version of Listing 4.1, where x := 〈x | x′〉
(resp. x := 〈x〉) denotes that variable x is assigned a high (resp. low)

input.

(init) mem 7→ 〈µ0〉 and ebp 7→ 〈ebp〉
(1) mem 7→ 〈µ1 |µ′1〉 where µ1 , store(µ0, ebp− 8, x) and µ′1 , store(µ0, ebp− 8, x′)

(2) mem 7→ 〈µ2 |µ′2〉 where µ2 , store(µ1, ebp− 4, y) and µ′2 , store(µ′1, ebp− 4, y)

(3) eax 7→ 〈c |c′〉 where c , select(µ2, ebp− 4) and c′ , select(µ′2, ebp− 4)
(4) leak 〈c 6= 0 |c′ 6= 0〉

Figure 4.1 – RelSE of program in Listing 4.2 where mem is the mem-
ory variable, ebp and eax are registers, µ0, µ1, µ

′
1, µ2, µ

′
2 are symbolic

array variables, and ebp, x, x′, y, c, c′ are symbolic bitvector variables

Practical impact. Table 4.1 reports the performance of constant-time analysis on
an implementation of elliptic curve Curve25519-donna [40]. Both self-composition and
RelSE fail to prove the program secure in less than 1h. RelSE does reduce the number
of queries compared to self-composition, but it is clearly not sufficient.
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Version #Instr #Query Time #Instr/s Status

Self-composition (e.g. [238]) 11k 9051 3
RelSE (e.g. [105]) 13k 5486 4

Binsec/Rel 10M 0 1166 8576 3

Table 4.1 – Performance of constant-time analysis on donna com-
piled with gcc-5.4 -O0, in terms of number of unrolled instructions
explored (#Instr), number of queries (#Query), execution time in sec-
onds (Time), instructions explored per second (#Instr/s), and status

(Status) set to secure (3) or timeout ( ) set to 3600s.

Our solution. To mitigate this issue, we propose dedicated simplifications for
binary-level relational symbolic execution, which allow a precise tracking of secret-
dependencies in the memory (details in Section 4.4.2). In the particular example
of Table 4.1, our prototype Binsec/Rel proves that the code is secure in less than
20 minutes. Our simplifications simplify all the queries, resulting in a ×2000 speedup
compared to standard RelSE and self-composition in terms of number of instructions
explored per second.

4.3 Concrete semantics and leakage model

Section overview

This section, introduce the leakage model (cf. Section 4.3.1) and defines the
constant-time property (cf. Section 4.3.2).

4.3.1 Leakage model

We define the leakage model in a low-level language called Dynamic Bitvectors
Automatas (DBA) [28], introduced in Section 2.3.4. The behavior of the program is
modeled with an instrumented operational semantics taken from prior work [35] in
which each transition is labeled with an explicit notion of leakage. Along the execution,
memory addresses (in BVn) and program locations (in Loc) are leaked. A transition
from a configuration c to a configuration c′ produces a leakage t ∈ BVn×Loc, denoted
c −→

t
c′. Analogously, the evaluation of an expression e in a configuration (l, r,m),

produces a leakage t, denoted (l, r,m) e `t bv. The leakage of a multistep execution
is the concatenation of leakages, denoted ·, produced by individual steps. We use −→

t

k

with k a natural number to denote k steps in the concrete semantics.
The concrete semantics is given in Figure 4.2 for expressions and Figure 4.3 for

instructions. Section 2.3.4 gives a functional explanation of the rules, so we only detail
here the leakage. Leakage by memory accesses occur during the execution of load
and store rules where the index is evaluated and its value is leaked. Control-flow
leakages occur during the execution of i-jump, ite-true and ite-false where the
next location is evaluated and its value is leaked.

4.3.2 Secure program

Let Vh ⊆ V be the set of high (secret) variables and Vl = V \ Vh be the set of
low (public) variables. Analogously, we define Ah ⊆ BV32 (resp. Al = BV32 \ Ah)
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Expr

cst
(l, r,m) bv `ε bv

var
(l, r,m) v `ε r v

unop
(l, r,m) e `t bv

(l, r,m) e `t bv
binop

(l, r,m) e1 `t1 bv1 (l, r,m) e2 `t2 bv2
(l, r,m) e1 e2 `t1 · t2 bv1 bv2

load
(l, r,m) e `t bv

(l, r,m) load e `t · bv m bv

Figure 4.2 – Concrete evaluation of DBA expressions.

as the addresses containing high (resp. low) input in the initial memory. The low-
equivalence relation over concrete configurations c and c′, denoted c 'l c′, is defined
as the equality of low variables and low parts of the memory.

Definition 8 (Low equivalence of states (c 'l c′)). Two configurations c , (l, r,m),
and c′ , (l′, r′,m′) are low-equivalent if and only if:

— for all variable v ∈ Vl, r v = r′ v and,

— for all address a ∈ Al, m a = m′ a.

A program is constant-time up to k if and only if all pairs of low-equivalent initial
configurations c0 and c′0 evaluating in k steps to ck and c′k produce the same leakage.

Definition 9 (Constant-time up to k). A program is constant-time (CT) up to k if
and only if:

c0 'l c′0 ∧ c0 −→
t

k ck ∧ c′0 −→
t′
k c′k =⇒ t = t′

Additionally, a program is constant-time if it is constant-time up to k for all k ∈ N.

Notice that, because the leakage determines the control-flow, t = t′ implies that
ck and c′k are at the same program point. Therefore ck is in a final configuration (i.e.
on a halt instruction) if and only if c′k is in a final configuration. Therefore, although
it is not explicitly visible, our definition of constant-time is termination sensitive.

4.4 Binary-level relational symbolic execution

Section overview

This section presents the technical contributions of this chapter.
— It introduces our binary-level relational symbolic execution for constant-

time analysis (cf. Section 4.4.1);

— It details the optimizations we propose to improve performance of our
analysis (cf. Section 4.4.2);

— It presents theorems on our analysis (i.e. bug-finding and bounded-
verification) and their proofs (cf. Section 4.4.3).
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Instr

halt
P[l] = halt

(l, r,m) −→ (l, r,m)

s-jump
P[l] = goto l′

(l, r,m) −→ (l′, r,m)

i-jump
P[l] = goto e (l, r,m) e `t bv l′ , to_loc(bv)

(l, r,m) −−→
t · l′

(l′, r,m)

ite-true
P[l] = ite e ? l1 : l2 (l, r,m) e `t bv bv 6= 0

(l, r,m) −−→
t · l1

(l1, r,m)

ite-false
P[l] = ite e ? l1 : l2 (l, r,m) e `t bv bv = 0

(l, r,m) −−→
t · l2

(l2, r,m)

assign
P[l] = v := e (l, r,m) e `t bv
(l, r,m) −→

t
(l + 1, r[v 7→ bv],m)

store
P[l] = store e := e′ (l, r,m) e `t bv (l, r,m) e′ `t′ bv′

(l, r,m) −−−−→
t′ · t · bv

(l + 1, r,m[bv 7→ bv’])

Figure 4.3 – Concrete evaluation of DBA instructions.

4.4.1 Binary-level RelSE for constant-time

Reminder (cf. Section 2.3.5)

Binary-level symbolic execution relies on the quantifier-free theory of fixed-size
bitvectors and arrays (QF_ABV [29]). We let Φ denote the set of symbolic
expressions in the QF_ABV logic and ϕ, φ, ψ, ι be symbolic expressions ranging
over Φ.

A model M assigns concrete values to symbolic variables. The satisfiability
of a formula π with a model M is denoted M � π. In the implementation,
an SMT solver is used to determine satisfiability of a formula and obtain a
satisfying model, denoted M �smt π. Whenever the model is not needed for our
purposes, we leave it implicit and simply write � π or �smt π for satisfiability.

In this section, we define binary-level relational symbolic execution for constant-
time as an extension of the binary-level symbolic execution presented in Section 2.3.5.
A relational expression ϕ

∧
is either a simple symbolic expression 〈ϕ〉 or a pair 〈ϕl |ϕr〉

of two symbolic expressions in Φ. We denote ϕ
∧
|l (resp. ϕ

∧
|r), the projection on the left

(resp. right) value of ϕ
∧
. If ϕ

∧
= 〈ϕ〉, then ϕ

∧
|l and ϕ

∧
|r are both defined as ϕ. Let Φ be

the set of relational formulas and Bvn be the set of relational symbolic bitvectors of
size n.
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4.4.1.1 Security evaluation

For the security evaluation, we define a predicate secLeak : Φ×Φ→ Bool, which
ensures that a relational formula does not differ in its right and left components,
meaning that it can be leaked securely:

secLeak(ϕ
∧
, π)=


true if ϕ

∧
= 〈ϕ〉

true if ϕ
∧

= 〈ϕl |ϕr〉∧ 2smt π ∧ ϕl 6= ϕr

false otherwise

By definition, a simple expression 〈ϕ〉 does not depend on secrets and can be leaked
securely. Thus it spares an insecurity query to the solver. However, a duplicated
expression 〈ϕl |ϕr〉 may depend on secrets. Hence an insecurity query must be sent
to the solver to ensure that the leak is secure.

4.4.1.2 Symbolic configuration

Our symbolic evaluation restricts to pairs of traces following the same path—
which is sufficient for constant-time because two low-equivalent executions must have
the same control-flow. Therefore, a symbolic configuration only needs to consider a
single program location l ∈ Loc at any point of the execution. A symbolic configuration
is of the form

(
l, ρ, µ

∧
, π
)
where:

— l ∈ Loc is the current program point,

— ρ : V → Φ is a symbolic register map, mapping variables from a set V to their
symbolic representation as a relational expression in Φ,

— µ
∧

: (Array Bv32 Bv8) × (Array Bv32 Bv8) is the symbolic memory—a pair of
arrays of values in Bv8 indexed by addresses in Bv32,

— π ∈ Φ is the path predicate—a conjunction of conditional statements and as-
signments encountered along a path.

The location l is not needed for symbolic evaluation of expressions, therefore, we omit
it and write

(
ρ, µ, π

)
to denote a symbolic configuration in this context.

4.4.1.3 Symbolic evaluation

Symbolic evaluation of an expression expr in a configuration
(
ρ, µ
∧
, π
)
to a rela-

tional formula ϕ
∧
, is denoted

(
ρ, µ
∧
, π
)
expr ` ϕ

∧
and is given in Figure 4.4 2. Detailed

explanations of the rules follow:

— cst is the evaluation of a constant bv and returns the corresponding symbolic
bitvector bv as a simple expression;

— var is the evaluation of a variable v and returns the value mapped to v in the
register map ρ;

— unop is the evaluation of a unary operator e. It evaluates the expression e
to a symbolic value ϕ

∧
, and returns the application of the symbolic operator

(corresponding to the concrete operator ) to ϕ
∧
. If ϕ

∧
is a pair of expression, is

trivially lifted to pairs of expressions. The case binop, for binary operators, is
analogous;

2. This is an adaptation of the rules presented in Figure 2.6, to relational expressions. While
some explanations are similar, we still include them here for clarity.
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— load is the evaluation of a load expression. The rule computes the symbolic
index ι

∧
, and ensures that it can be leaked securely, i.e. secLeak(ι

∧
, π) is true.

It returns a pair of logical select formulas from the pair of symbolic memories
µ
∧

(the box in the hypotheses should be ignored for now, it will be explained
in Section 4.4.2). Note that the returned expression is always duplicated as the
select must be performed in the left and right memories independently.

Expr

cst (
ρ, µ
∧

, π
)
bv ` 〈bv〉

var (
ρ, µ
∧

, π
)
v ` ρ v

unop

(
ρ, µ
∧

, π
)
e ` φ

∧

ϕ
∧

, φ
∧(

ρ, µ
∧

, π
)

e ` ϕ
∧

binop

(
ρ, µ
∧

, π
)
e1 ` φ

∧ (
ρ, µ
∧

, π
)
e2 ` ψ

∧

ϕ
∧

, φ
∧

ψ
∧(

ρ, µ
∧

, π
)
e1 e2 ` ϕ

∧

load

(
ρ, µ
∧

, π
)
eidx ` ι

∧

ϕ
∧

, 〈select(µ
∧

|l, ι
∧

|l) |select(µ
∧

|r, ι
∧

|r)〉 secLeak(ι
∧

, π)(
ρ, µ
∧

, π
)
load eidx ` ϕ

∧

Figure 4.4 – Symbolic evaluation of DBA expressions where (resp.
) is the logical counterpart of the concrete operator (resp. ).

Symbolic evaluation of instructions, denoted s  s′ where s and s′ are symbolic
configurations, is given in Figure 4.5 3. Detailed explanations of rules follow:

— s-jump is the evaluation of a static jump. It simply moves control to the next
target;

— i-jump is the evaluation of an indirect jump. The rule first evaluates the jump
target to a symbolic expression ϕ

∧
. Then, it ensures that the jump target can be

leaked securely, i.e. secLeak(ϕ
∧
, π) is true. Finally, it finds a concrete value l′ for

the jump target that satisfies the path predicate, and updates the path predicate
and the next location accordingly. Note that this rule is nondeterministic as l′

can be any concrete value satisfying the constraint. In practice, we call the solver
to enumerate jump targets up to a given bound and continue the execution along
valid targets (which jump to an executable section) 4;

— ite-true is the evaluation of a conditional jump when the expression evaluates
to true (the false case is analogous). The rule first evaluates the condition to a
symbolic expression ϕ

∧
. Then it ensures that the truth value of the condition can

be leaked securely, (i.e. secLeak(eq0 ϕ
∧
, π) is true). If the condition guarding

the true-branch is satisfiable, the rule updates the path predicate and the next
location to explore it;

3. This is an adaptation of the rules presented in Figure 2.7, to relational symbolic execution.
While some explanations are similar, we still include them here for clarity.

4. In practice enumerating jump targets up to a given bound might lead to unexplored program
paths and consequently missed violations. Therefore our analysis detects and records incomplete
jump target enumerations and, if it cannot find any vulnerabilities, it returns “unknown” instead of
“secure”. Notice that in cryptographic code, indirect jumps usually have a single (or few) target and
thus we did not encounter such incomplete enumerations in our experiments.
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— assign is the evaluation of an assignment. It allocates a fresh symbolic variable
to avoid term-size explosion, and updates the register map and the path predi-
cate. The content of the box in the hypothesis and the rule canonical-assign
should be ignored for now and will be explained in Section 4.4.2;

— store is the evaluation of a store instruction. The rule evaluates the index (ι
∧
)

and value of the store, and ensures that the index can be leaked securely, i.e.
secLeak(ι

∧
, π) is true. Finally, it updates the symbolic memories and the path

predicate with a logical store operation.

Instr

s_jump
P[l] = goto l′(

l, ρ, µ
∧

, π
)
 
(
l′, ρ, µ

∧

, π
)

i_jump

P[l] = goto e(
ρ, µ
∧

, π
)
e ` ϕ

∧

M �smt π ∧ ϕ
∧

|l = ϕ
∧

|r l′ , to_loc(M(ϕ
∧

|l))

π′ , π ∧ (ϕ
∧

|l = ϕ
∧

|r = M(ϕ
∧

|l)) secLeak(ϕ
∧

, π)(
l, ρ, µ

∧

, π
)
 
(
l′, ρ, µ

∧

, π′
)

ite-true
P[l] = ite e ? ltrue : lfalse

(
ρ, µ
∧

, π
)
e ` ϕ

∧

π′ , π ∧ (ϕ
∧

|l 6= 0) ∧ (ϕ
∧

|r 6= 0) secLeak(eq0 ϕ
∧

, π) �smt π
′(

l, ρ, µ
∧

, π
)
 
(
ltrue, ρ, µ

∧

, π′
)

ite-false
P[l] = ite e ? ltrue : lfalse

(
ρ, µ
∧

, π
)
e ` ϕ

∧

π′ , π ∧ (ϕ
∧

|l = 0) ∧ (ϕ
∧

|r = 0) secLeak(eq0 ϕ
∧

, π) �smt π
′(

l, ρ, µ
∧

, π
)
 
(
lfalse, ρ, µ

∧

, π′
)

assign

P[l] = v := e
(
ρ, µ
∧

, π
)
e ` ϕ

∧

¬canonical(ϕ
∧

)

ϕ
∧′ , fresh(ϕ

∧

) ρ′ , ρ[v 7→ ϕ
∧′] π′ , π ∧ (ϕ

∧′
|l = ϕ

∧

|l) ∧ (ϕ
∧′
|r = ϕ

∧

|r)(
l, ρ, µ

∧

, π
)
 
(
l + 1, ρ′, µ

∧

, π′
)

canonical-assign

P[l] = v := e(
ρ, µ
∧

, π
)
e ` ϕ

∧

canonical(ϕ
∧

) ρ′ , ρ[v 7→ ϕ
∧

](
l, ρ, µ

∧

, π
)
 
(
l + 1, ρ′, µ

∧

, π
)

store
P[l] = store eidx eval

(
ρ, µ
∧

, π
)
eidx ` ι

∧(
ρ, µ
∧

, π
)
eval ` ν

∧

µ
∧′ , 〈store(µ

∧

|l, ι
∧

|l, ν
∧

|l) |store(µ
∧

|r, ι
∧

|r, ν
∧

|r)〉
π′ , π ∧ µ

∧′
|l = store(µ

∧

|l, ι
∧

|l, ν
∧

|l) ∧ µ
∧′
|r = store(µ

∧

|r, ι
∧

|r, ν
∧

|r) secLeak(ι
∧

, π)(
l, ρ, µ

∧

, π
)
 
(
l + 1, ρ, µ

∧′, π′
)

Figure 4.5 – Symbolic evaluation of DBA instructions and expres-
sions where fresh(ϕ

∧
) returns a pair of fresh symbolic variables if ϕ

∧
is

a pair, or a simple fresh symbolic variable if ϕ
∧

is simple; and where
eq0 returns true if and only if x = 0 and eq0 is the lifting of eq0 to

relational formulas.
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4.4.1.4 Specification of high and low input

By default, the content of the memory and registers is low so the user has to specify
memory addresses that initially contain secret inputs. In our implementation, we
provide several ways of specifying secrets that are detailed in Appendix B.2. Addresses
of high variables can be specified as offsets from the initial stack pointer esp—however,
this requires manual reverse engineering. Alternatively, secrets can be specified at
source level using dummy functions—which is easier but only applies to libraries or
requires access to source code. Finally, a user can specify ELF symbols that are
considered secret (when applicable).

4.4.1.5 Bug-finding

A vulnerability is found when the function secLeak(ϕ
∧
, π) evaluates to false. In this

case, the insecurity query is satisfiable and the solver returns a model M such that
M �smt π∧ (ϕ

∧
|l 6= ϕ

∧
|r). The modelM assigns concrete values to variables that satisfy

the insecurity query. Therefore it can be returned as a concrete counterexample that
triggers the vulnerability, along with the current location of the vulnerability.

4.4.2 Optimizations for binary-level RelSE

Relational symbolic execution does not scale in the context of binary-level analysis
(see RelSE in Table 4.6). In order to achieve better scalability, we enrich our analysis
with an optimization, called on-the-fly-read-over-write (FlyRow in Table 4.7), based
on read-over-write [107]. This optimization simplifies expressions and resolves load
operations ahead of the solver, often avoiding to resort to the duplicated memory, and
makes it possible to spare insecurity queries. We also enrich our analysis with two
further optimizations, called untainting and fault-packing (Unt and FP in Table 4.7),
specifically targeting RelSE for information flow analysis.

4.4.2.1 On-the-fly read-over-write

Solver calls are the main bottleneck of symbolic execution, and reasoning about
store and select operations in arrays is particularly challenging [107]. Read-over-write
(Row) [107] is a simplification for the theory of arrays that efficiently resolves select
operations. It is particularly efficient in the context of binary-level analysis where
the memory is represented as an array and formulas contain many store and select
operations. The standard read-over-write optimization [107] has been implemented as
a solver-pre-processing, simplifying a formula before sending it to the solver. While
it has proven to be very efficient to simplify individual formulas of a single execu-
tion [107], we show in Section 4.6.3.3 that it does not scale in the context of relational
reasoning, where formulas model two executions and a lot of queries are sent to the
solver.

Thereby, we introduce on-the-fly read-over-write (FlyRow) to track secret depen-
dencies in the memory and spare insecurity queries in the context of information flow
analysis. By keeping track of relational store expressions along the execution, it can
resolve select operations—often avoiding to resort to the duplicated memory—and
drastically reduces the number of queries sent to the solver, improving the perfor-
mance of the analysis.

Lookup. The symbolic memory can be seen as the history of the successive store
operations beginning with the initial memory µ0. Therefore, a memory select can be
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resolved by going back up the history and comparing the index to load, with indexes
previously stored. FlyRow consists in replacing selection in the memory (Figure 4.4,
load rule, boxed hypothesis) by a new function:

lookup : ((Array Bv32 Bv8)× (Array Bv32 Bv8))×Bv32 → Bv8

which takes a relational memory and a relational index, and returns the relational
bitvector value stored at that index. For simplicity we define the function for simple
indexes but it can easily be lifted to relational indexes:

lookup(µ
∧

0, ι) = 〈select(µ
∧

0|l, ι) |select(µ
∧

0|r, ι)〉

lookup(µ
∧
n, ι) =


〈ϕl〉 if eq#(ι, κ) ∧ eq#(ϕl, ϕr)

〈ϕl |ϕr〉 if eq#(ι, κ) ∧ ¬eq#(ϕl, ϕr)

lookup(µ
∧
n−1, ι) if ¬eq#(ι, κ)

〈select(µ
∧
n|l, ι) |select(µ

∧
n|r, ι)〉 if eq#(ι, κ) = ⊥

where µ
∧
n , 〈store(µ

∧
n−1|l, κ, ϕl) |store(µ

∧
n−1|r, κ, ϕr)〉

where eq#(ι, κ) is a comparison function relying on syntactic term equality, which
returns true (resp. false) only if ι and κ are equal (resp. different) in any interpretation.
The syntactic equality check is easy to compute—which is crucial for performance of
the lookup function—but might fail to conclude to (dis-)equality. If the terms ι and
κ are not comparable, eq#(ι, κ) is undefined, denoted ⊥. Example 7 illustrates the
behavior of the lookup function.

Example 7 (Lookup). Let us consider the memory:

µ
∧

= ebp− 4 〈λ〉 ebp− 8 〈β |β′〉 esp 〈ebp〉 [ ]

— A call to lookup(µ
∧
, ebp− 4) returns λ;

— A call to lookup(µ
∧
, ebp−8) first compares the indexes (ebp−4) and (ebp−8).

Because it can determine that these indexes are syntactically distinct, the
function moves to the second element, determines the syntactic equality of
indexes and returns 〈β |β′〉;

— A call to lookup(µ
∧
, esp) tries to compare the indexes (ebp − 4) and (esp).

Without further information, the equality or disequality of ebp and esp can-
not be determined, therefore the lookup is aborted and the select operation
cannot be simplified.

Term rewriting. To improve the conclusiveness of syntactic equality checks for
read-over-write, the terms are assumed to be in normalized form β + o where β is
a base (i.e. an expression on symbolic variables) and o is a constant offset. The
comparison of two terms β + o and β′ + o′ in normalized form can be efficiently
computed as follows:

— if the bases β and β′ are syntactically equal, then return o = o′,

— otherwise the terms are not comparable.

In order to apply FlyRow, we normalize all the formulas created during the symbolic
execution using rewriting rules similar as those defined in [107]. An excerpt of these
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rules is given in Figure 4.6. Intuitively, these rewriting rules put symbolic variables
at the beginning of the term and the constants at the end (see Example 8).

normalize (c+ t) = t+ c

normalize (−(t+ c)) = (−t)− c
normalize ((t+ c) + t′) = (t+ t′) + c

normalize ((t+ c) + c′) = t+ (c+ c′)

normalize ((t+ c) + (t′ + c′)) = (t+ t′) + (c+ c′)

normalize ((t+ c)− (t′ + c′)) = (t− t′) + (c− c′)

Figure 4.6 – Rewriting rules for normalization (non exhaustive). All
expressions belong to the set Bv where c, c′ are bitvector constants
and t, t′ are arbitrary bitvector terms. Note that (c+ c′) and c− c′ are

constant values, not terms.

Example 8 (Normalized formula). normalize ((eax + 4) + (ebx + 4)) = (eax +
ebx) + 8

In order to increase the conclusiveness of FlyRow, we also need variable inlining.
However, inlining all variables is not a viable option as it would lead to an exponential
term size growth. Instead, we define a canonical form v + o, where v is a bitvector
variable, and o is a constant bitvector offset, and we only inline formulas that are
in canonical form (see rule canonical-assign in Figure 4.5). It enables rewriting
of most of the memory accesses on the stack, which are of the form ebp + o, while
avoiding term-size explosion.

4.4.2.2 Untainting

After the evaluation of a rule with the predicate secLeak for a duplicated expression
〈ϕl |ϕr〉, we know that the equality ϕl = ϕr holds in the current configuration. From
this equality, we can deduce useful information about variables that must be equal
in both executions. We can then propagate this information to the register map and
memory in order to spare subsequent insecurity queries concerning these variables.
An example is given in Example 9.

Example 9 (Untainting). For instance, consider the leak of the duplicated expres-
sion 〈xl + 1 |xr + 1〉, where xl and xr are symbolic variables. If the leak is secure,
we can deduce that xl = xr and replace all occurrences of xr by xl in the rest of
the symbolic execution.

We define a function untaint(ρ, µ
∧
, ϕ
∧

) which takes a register map ρ, a memory µ
∧
,

and a duplicated expression ϕ
∧
. It applies the rules defined in Figure 4.7 which deduce

variable equalities from ϕ
∧
, propagate them in ρ and µ

∧
, and returns a pair of updated

register map and memory (ρ′, µ
∧′).

This function is used during symbolic execution whenever secLeak(ϕ
∧
, π) returns

true and the expression ϕ
∧

is a pair. Intuitively, if the equality of variables xl and xr
can be deduced from ϕ

∧
|l = ϕ

∧
|r, the untaint function replaces occurrences of xr by

xl in the memory and the register map. As a result, subsequent pairs of expression
〈xl |xr〉 are replaced by a simple expression 〈xl〉 in the rest of the execution 5.

5. We implement untainting with a cache of “untainted variables” that are substituted in the
program copy during symbolic evaluation of expressions.
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untaint(ρ, µ
∧
, 〈xl |xr〉) = (ρ[xr\xl], µ

∧
[xr\xl])

untaint(ρ, µ
∧
, 〈¬tl |¬tr〉)

untaint(ρ, µ
∧
, 〈−tl | − tr〉)

untaint(ρ, µ
∧
, 〈tl + k | tr + k〉)

untaint(ρ, µ
∧
, 〈tl − k | tr − k〉)

untaint(ρ, µ
∧
, 〈tl :: l | tr :: l〉)


= untaint(ρ, µ

∧
, 〈tl | tr〉)

Figure 4.7 – Untainting rules where xl, xr are bitvector variables of
the same size, tl, tr, k, l are bitvector terms such that tl, tr, k have the
same size, :: indicates the concatenation of bitvectors, and f [xr\xl]

indicates that the variable xr is substituted with xl in f .

4.4.2.3 Fault-packing

Symbolic evaluation generates a large number of insecurity checks for constant-
time because of the frequent memory operations. The fault-packing (FP) optimization
gathers these insecurity checks along a path and postpones their resolution to the end
of the basic block (i.e. until the next control-flow-altering statement). An illustration
is given in Example 10

Example 10 (Fault-packing). Consider a basic-block with a path predicate π. If
there are two memory accesses along the basic block that evaluate to 〈ϕ|l |ϕ|r〉 and
〈φ|l | φ|r〉, we would normally generate two insecurity queries (π ∧ ϕ|l 6= ϕ|r) and
(π ∧ φ|l 6= φ|r)—one for each memory access. Fault-packing regroups these checks
into a single query

(
π ∧ ((ϕ|l 6= ϕ|r) ∨ (φ|l 6= φ|r))

)
sent to the solver at the end of

the basic block.

This optimization reduces the number of insecurity queries sent to the solver and
thus helps improving performance. However it degrades the precision of the coun-
terexample: checking each instruction individually precisely points to vulnerable in-
structions, whereas fault-packing reduces accuracy to vulnerable basic blocks only.

Note that even though disjunctive constraints are usually harder to solve than
pure conjunctive constraints, those introduced by FP are very simple—they are all
evaluated under the same path predicate and are not nested. Therefore, they never
end up in a performance degradation (see Table 4.7).

4.4.3 Theorems

Section overview

This section defines and proves properties of our binary-level RelSE:
— Section 4.4.3.1 claims the correctness of our symbolic execution i.e. each

symbolic execution corresponds to a valid pair of concrete executions (no
over-approximation);

— Section 4.4.3.3 claims the completeness of our symbolic execution for
constant-time programs a i.e. for each pair of concrete executions, there
exists a corresponding symbolic execution (no under-approximation).

Our main results are the following:

— Section 4.4.3.2 claims that our analysis is correct for bug-finding i.e. when
symbolic execution gets stuck, the program is not constant-time;
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— Section 4.4.3.4 claims that our analysis is correct for bounded-verification
i.e. if symbolic execution does not get stuck up to k, the program is
constant-time up to k.

a. Completeness only applies to constant-time programs because our symbolic execution
blocks on errors.

Propositions and Hypothesis. In order to define properties of our symbolic ex-
ecution, we use −→k (resp.  k), with k a natural number, to denote k steps in the
concrete (resp. symbolic) evaluation.

Proposition 1. If a program P is constant-time up to k then for all i ≤ k, P is
constant-time up to i.

Proposition 2. Concrete semantics is deterministic, c.f. rules of the concrete seman-
tics in Figure 5.1.

Hypothesis 1. Through this section we assume that theory QF_ABV is correct and
complete w.r.t. our concrete evaluation.

The satisfiability problem for the theory QF_ABV is decidable [185]. Therefore
we make the following hypothesis on the solver:

Hypothesis 2. We suppose that the SMT solver for QF_ABV is correct, complete
and always terminates. Therefore for a QF_ABV formula ϕ, M � ϕ ⇐⇒ M �smt ϕ.

Hypothesis 3. We assume that the program P is defined on all locations computed
during the symbolic execution—notably by the function to_loc in rule i-jump. Under
this hypothesis, and because the solver always terminates (Hypothesis 2), symbolic exe-
cution is stuck if and only if an expression ϕ

∧
is leaked such that secLeak(ϕ

∧
, π) evaluates

to false. In this case, the solver returns a model M such that M � π ∧ (ϕ
∧
|l 6= ϕ

∧
|r)

(from Hypothesis 2).

Hypothesis 4. We restrict our analysis to safe programs (e.g. no division by 0, illegal
indirect jump, segmentation fault, etc.). Under this hypothesis, concrete execution
never gets stuck.

Definition 10 (∼∼∼Mp ). We define a concretization relation ∼∼∼Mp between concrete and
symbolic configurations, where M is a model and p ∈ {l, r} is a projection on the
left or right side of a symbolic configuration. Intuitively, the relation c ∼∼∼Mp s is the
concretization of the p-side of the symbolic state s with the model M . Let c , (l1, r,m)
and s ,

(
l2, ρ, µ

∧
, π
)
. Formally c ∼∼∼Mp s holds iff M � π, l1 = l2 and for all expression

e, either the symbolic evaluation of e gets stuck or we have(
ρ, µ
∧)

e ` ϕ
∧
∧ (M(ϕ

∧
|p) = bv ⇐⇒ c e ` bv)

Notice that because both sides of an initial configuration s0 are low-equivalent,
the following proposition holds:

Proposition 3. For all concrete configurations c0 and c′0 such that c0
∼∼∼Ml s0 ∧ c′0 ∼∼∼Mr

s0, then c0 'l c′0.

The following lemma expresses that when the symbolic evaluation is stuck on a
state sk, there exist concrete configurations derived from sk which produce distinct
leakages.
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Lemma 1. Let sk be a symbolic configuration obtained after k steps. If sk is stuck,
then there exists a model M such that for each concrete configurations ck ∼∼∼Ml sk and
c′k
∼∼∼Mr sk, the execution from ck and c′k produce distinct leakages.

Proof overview: (Full proof in Appendix A.1.1) Proof by case analysis on the
symbolic evaluation of sk: for each symbolic step in which sk is stuck (i.e. a symbolic
leakage predicate evaluates to false with a model M), then sk can be concretized
with the model M , producing states ck and c′k such that ck −→

t
ck+1 and c′k −→

t′
c′k+1

and t 6= t′. This follows from the fact that the symbolic leakage model does not over-
approximate the concrete leakage, i.e. each symbolic leak corresponds to a concrete
leak. �

The following lemma expresses that when symbolic evaluation does not get stuck
up to k, then for each pair of concrete executions following the same path up to k,
there exists a corresponding symbolic execution.

Lemma 2. Let s0 be a symbolic initial configuration for a program P that does not
get stuck up to k. For every concrete states c0, ck, c′0, c

′
k and model M such that

c0
∼∼∼Ml s0 ∧ c′0

∼∼∼Mr s0, if c0 −→
t

k ck and c′0 −→
t′
k c′k follow the same path, then there

exists a symbolic configuration sk and a model M ′ such that:

s0  
k sk ∧ ck ∼∼∼M

′
l sk ∧ c′k

∼∼∼M
′

r sk

Proof overview: (Full proof in Appendix A.1.2) Proof by induction on the number
of steps k: for each concrete step ck−1 → ck and c′k−1 → c′k, we show that, as long
as they follow the same path, there is a symbolic step from sk−1 to a state s′k that
models ck and c′k. This follows from the fact that our symbolic execution does not
make under-approximations. �

4.4.3.1 Correctness of RelSE

The following theorem claims the correctness of our symbolic execution, meaning
that for each symbolic execution and model M satisfying the path predicate, the con-
cretization of the symbolic execution withM corresponds to a valid concrete execution
(no over-approximation).

Theorem 1 (Correctness of RelSE). For every symbolic configurations s0, sk such
that s0  k sk and for every concrete configurations c0, ck and model M , such that
c0
∼∼∼Mp s0 and ck ∼∼∼Mp sk, there exists a concrete execution c0 −→k ck.

Proof overview: (Full proof in Appendix A.1.3) Proof by induction on the number
of steps k: for each symbolic step sk−1  sk and model Mk such that ck−1

∼∼∼Mk
p sk−1

and ck ∼∼∼Mk
p sk, there exists a step ck−1 → ck in concrete execution. For each rule,

we show that there exists a unique step from ck−1 to a state c′k (from Hypothesis 4
and Proposition 2), and, because there is no over-approximation in symbolic execution,
c′k satisfies c′k ∼∼∼Mk

p sk. �

4.4.3.2 Correct bug-finding

The following theorem expresses that when the symbolic execution gets stuck,
then the program is not constant-time.
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Theorem 2 (Bug-Finding for CT). Let s0 be an initial symbolic configuration for
a program P. If symbolic evaluation gets stuck in a configuration sk then P is not
constant-time at step k. Formally, if there is a symbolic evaluation s0  k sk such
that sk is stuck, then there exists a model M and concrete configurations c0

∼∼∼Ml s0,
c′0
∼∼∼Mr s0, ck ∼∼∼Ml sk and c′k ∼∼∼Mr sk such that,

c0 'l c′0 ∧ c0 −→
t

k ck −→
tk

ck+1 ∧ c′0 −→
t′
k c′k −→

t′k

ck+1 ∧ tk 6= t′k

meaning that P is not constant-time at step k.

Proof: Let us consider symbolic configurations s0 and sk such that s0  k sk
and sk is stuck. From Lemma 1, there is a model M and concrete configurations ck
and c′k such that ck ∼∼∼Ml sk and c′k

∼∼∼Mr sk, and ck −→
tk

ck+1 and c′k −→
t′k

c′k+1 with

tk 6= t′k. Additionally, let c0, c
′
0 be concrete configurations such that c0

∼∼∼Ml s0 and
c′0
∼∼∼Mr s0. From Proposition 3, we have c0 'l c′0, and from Theorem 1, there are

concrete executions c0 −→
t

k ck and c′0 −→
t′
k c′k. Therefore, we have c0 −→

t

k ck −→
tk

ck+1

and c′0 −→
t′
k c′k −→

t′k

c′k+1 with c0 'l c′0 and tk 6= t′k, meaning that P is not constant-time

at step k. �

4.4.3.3 Relative completeness of RelSE

The following theorem claims the completeness of our symbolic execution relatively
to an initial symbolic state. If the program is constant-time up to k, then for each
pair of concrete executions up to k, there exists a corresponding symbolic execution
(no under-approximation). Notice that our definition of completeness differs from
standard definitions of completeness in SE [63]. Here, completeness up to k only
applies to programs that are constant-time up to k. This directly follows from the fact
that our symbolic evaluation blocks on errors whereas concrete execution continues.

Theorem 3 (Relative Completeness of RelSE). Let P be a program constant-time up
to k and s0 be a symbolic initial configuration for P. For every concrete states c0, ck,
c′0, c

′
k, and model M such that c0

∼∼∼Ml s0 ∧ c′0
∼∼∼Mr s0, if c0 −→

t

k ck and c′0 −→t
k c′k then

there exists a symbolic configuration sk and a model M ′ such that:

s0  
k sk ∧ ck ∼∼∼M

′
l sk ∧ c′k

∼∼∼M
′

r sk

Proof: First, note that from Theorem 2 and the hypothesis that P is constant-
time up to k, we know that symbolic evaluation from s0 does not get stuck up to k.
Knowing this, we can apply Lemma 2 which directly entails Theorem 3. �

4.4.3.4 Correct bounded-verification

Finally, we prove that if symbolic execution does not get stuck due to a satisfiable
insecurity query, then the program is constant-time.

Theorem 4 (Bounded-Verification for CT). Let s0 be a symbolic initial configuration
for a program P. If the symbolic evaluation does not get stuck up to k, then P is
constant-time up to k w.r.t. s0. Formally, if s0  k sk then for all initial configurations
c0 and c′0 and model M such that c0

∼∼∼Ml s0, and c′0 ∼∼∼Mr s0,

c0 −→
t

k ck ∧ c′0 −→
t′
k c′k =⇒ t = t′
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Additionally, if s0 is fully symbolic and the execution does not get stuck for any k,
then P is constant-time.

Proof overview: (Full proof in Appendix A.1.4) Proof by induction on the number
of steps: if the program is constant-time up to k−1 (induction hypothesis) then from
Lemma 2 there is a symbolic execution for any configurations ck−1 and c′k−1. If these
configurations produce distinct leakages, then symbolic execution is stuck at step k−1
which is a contradiction. This relies on the fact that the symbolic leakage model does
not under-approximate the concrete leakage, i.e. each concrete leak is captured by a
symbolic leak. �

4.5 Implementation

We implemented our relational symbolic execution, Binsec/Rel, on top of the
binary-level analyzer Binsec [90]. Binsec/Rel takes as input an x86 or ARM exe-
cutable, a specification of high inputs and an initial memory configuration (possibly
fully symbolic). It performs bounded exploration of the program under analysis (up
to a user-given depth), and reports identified violations together with counterexem-
ples (i.e. initial configurations leading to the vulnerabilities). In case no violation
is reported, if the initial configuration is fully symbolic and the program has been
explored exhaustively then the program is proven secure.

Overall architecture. The overall architecture is illustrated in Figure 4.8. The
Disasm module loads the executable and lifts the machine code to the DBA interme-
diate representation [28]. Then, the analysis is performed by the Rel module on the
DBA code. The Formulamodule is in charge of building and simplifying formulas, and
sending the queries to the SMT solver. The queries are exported to the SMTLib [29]
standard which permits to interface with many off-the-shelf SMT solvers.

Rel plugin. The Rel plugin represents approximately 3.8k lines of Ocaml. It is com-
posed of a relational symbolic exploration module and an insecurity analysis module.
The symbolic exploration module:

1. chooses a path to explore,

2. updates the symbolic state and the path predicate according to the current
instruction,

3. ensure that it is satisfiable.

The insecurity analysis module builds insecurity queries and ensures that they are not
satisfiable.

We explore the program in a depth-first search manner and we rely on the Boolec-
tor SMT solver [191], currently the best on theory QF_ABV [233, 107].

Usability. Binary-level semantic analyzers tend to be harder to use than their
source-level counterparts as inputs are more difficult to specify (details in Ap-
pendix B.2) and results more difficult to interpret (details in Appendix B.3). In order
to mitigate these points, we propose easy input specification (using dummy functions)
when source code is available or when analyzing a library, and a vizualisation mecha-
nism (based on IDA, which highlight coverage and violations). Appendix B provides
more details on the challenges of implementing and using binary-level verification tools
and the solutions we adopted to improve usability.
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Figure 4.8 – Binsec architecture with Binsec/Rel plugin.

4.6 Experimental evaluation

Section overview

This section evaluates our technique, binary-level RelSE, and tool, Bin-
sec/Rel, on cryptographic implementations, answering several research ques-
tions (cf. Section 4.6.1). These questions address the effectiveness of our tool
for bug-finding and bounded-verification (cf. Section 4.6.2); and the comparison
of our technique against standard approaches (cf. Section 4.6.3).

4.6.1 Research questions and methodology

Research questions. We investigate the following research questions:
RQ1. Effectiveness. Is Binsec/Rel able to perform constant-time analysis on real

cryptographic binaries, for both bug finding and bounded-verification?
RQ2. Genericity. Is Binsec/Rel generic enough to encompass several architec-

tures and compilers?
RQ3. Comparison vs. standard approaches. How does Binsec/Rel scale com-

pared to traditional approaches based on self-composition and RelSE?
RQ4. Impact of simplifications. What are the respective impacts of our different

simplifications?
RQ5. Comparison vs. SE. What is the overhead of Binsec/Rel compared to

standard SE, and can our simplifications be useful for standard SE?
To answer RQ1, we perform bug-finding and bounded-verification on a wide range of
cryptographic primitives (cf. Sections 4.6.2.1 and 4.6.2.2). For RQ2, we extend and
automate a prior study on constant-time preservation by compiler in Section 4.6.2.3,
encompassing several compilers, compilation options, for both x86 and ARM architec-
ture. To answer RQ3, we compare Binsec/Rel with self-composition and standard
RelSE in Section 4.6.3.1. For RQ4, we perform an ablation study in Section 4.6.3.2 to
measure the impact of individual optimizations implemented in Binsec/Rel. Finally,
for RQ5, we compare Binsec/Rel with standard SE and evaluate the performance
of our on-the-fly read-over-write against standard read-over-write implemented as a
formula pre-processing (cf.Section 4.6.3.3).

Metrics. Throughout this section we use the following notations:
— Inst denotes the number of static instructions of a program,
— Iunr is the number of unrolled instructions explored by the analysis,
— Iunr/s is the number of unrolled instructions explored per second,
— Qexpl is the number of exploration queries sent to the solver,
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— Qinsec is the number of insecurity queries sent to the solver,

— Qtot is the total number of queries sent to the solver,

— Time is the execution time given in seconds,

— is the number of bugs (vulnerable instructions) found.

— Status is set to 3 for secure (exhaustive exploration), 7 for insecure, or for
timeout (set to 1 hour).

These metrics give a good overview of the efficiency (Iunr/s, Time, Qtot, ), effectiveness
( , 3, 7), and internal details (Qexpl, Qinsec) of the analysis.

Setup. Experiments were performed on a laptop with an Intel(R) Xeon(R) CPU
E3-1505M v6 @ 3.00GHz processor and 32GB of RAM. Similarly to related work
(e.g. [99]), esp is initialized to a concrete value, we start the analysis from the be-
ginning of the main function, we statically allocate data structures and the length of
keys and buffers is fixed.

Benchmark. We perform our experimental evaluation on a wide set of crypto-
graphic primitives and utility functions. Table 4.2 details for each program, the type
of operation performed, and the length of the secret key (Key) and message (Msg)
when applicable (in bytes). Programs are compiled for a x86-32 bit architecture with
their default compiler setup.

Overall, our study encompasses 338 representative binary codes for a total of 70k
machine instructions and 22M unrolled instructions (i.e., instructions explored by
Binsec/Rel).

4.6.2 Effectiveness of Binsec/Rel (RQ1-RQ2)

To assess the effectiveness of Binsec/Rel, we carry out three experiments:

1. Bounded-verification of secure cryptographic primitives previously verified at
source- or LLVM-level [45, 10, 272] in Section 4.6.2.1;

2. Automatic replay of known bug studies [231, 10, 6] in Section 4.6.2.2;

3. Automatic study of constant-time preservation by compilers extending prior
work [231] (Section 4.6.2.3).

4.6.2.1 Bounded-verification (RQ1)

Using Binsec/Rel, we analyze a large range of secure cryptographic primitives—
i.e. the 296 secure binary codes described in Table 4.2, for a total of 64k instructions—
comprising:

— Several basic constant-time utility functions such as selection functions [231],
sort functions [141] and utility functions from HACL* [272] and OpenSSL [192];

— A set of representative constant-time cryptographic primitives already studied
in the literature on source code [45] or LLVM [10], including implementations of
TEA [256], Curve25519-donna [40], aes and des encryption functions taken from
BearSSL [207], cryptographic primitives from libsodium [41], and the constant-
time padding remove function tls-cbc-remove-padding from OpenSSL [10];

— A set of functions from the HACL* library [272].
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Description and nb. of binaries† Status ≈Inst Type Key Msg

utility

ct-select [231] (×40) 29 3 & 21 7 1750

Utility functions - -ct-sort [141] (×30) 12 3 & 18 7 6000
Hacl* [272] (×110) 110 3 3850
OpenSSL [192] (×130) 130 3 4550

tea [255] decrypt -O0 3 290 Block cipher 16 8decrypt -O3 3 250

donna -O0 3 7083 Elliptic curve 32 -[167] -O3 3 4643

salsa20 3 1627 Stream cipher 32 256
libsodium chacha20 3 2717 Stream cipher 32 256
[41] sha256 3 4879 Secure hash - 256

sha512 3 16312 Secure hash - 256

chacha20 3 1221 Stream cipher 32 256
Hacl* sha256 3 1279 Secure hash - 256
[272] sha512 3 2013 Secure hash - 256

curve25519 3 8522 Elliptic curve 32 -

aes-ct-cbcenc‡ 3 357 Block cipher 240 32
BearSSL aes-big-cbcenc‡ 7 375 Block cipher 240 32
[207] des-ct-cbcenc‡ 3 682 Block cipher 384 16

des-tab-cbcenc‡ 7 365 Block cipher 384 16

OpenSSL tls-rem-pad-patch 3 424 Remove padding - 63
[9] tls-rem-pad-lucky13 7 950 Remove padding - 63

Total 338 binaries 296 3 & 42 7 70k

Table 4.2 – Cryptographic primitives and size of symbolic input used
for our experimental evaluation where 3 indicates secure programs and
7 indicates insecure programs. † A line in which the number of binaries
is not indicated corresponds to 1 binary. ‡ Bound set to 2 rounds.

Results are reported in Table 4.3. For each program, Binsec/Rel is able to
perform an exhaustive exploration without finding any violations of constant-time in
less than 20 minutes. Note that exhaustive exploration is possible because in cryp-
tographic programs, bounding the input size bounds loops. These results show that
Binsec/Rel can perform bounded-verification of real-world cryptographic implemen-
tations at binary-level in a reasonable time, which was impractical with previous ap-
proaches based on self-composition or standard RelSE (see Section 4.6.3).

This is the first automatic constant-time-analysis of these cryptographic libraries
at binary-level.

4.6.2.2 Bug-finding (RQ1)

Using Binsec/Rel, we automatically replay known bug studies from the litera-
ture [231, 141, 6]—i.e. the 42 insecure binary codes described in Table 4.2, for a total
of 6k instructions—comprising:

1. binaries compiled from constant-time sources of a selection function [231] and
sort functions [141],
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Description and nb. of binaries† ≈Inst Iunr Time Status

utility

ct-select (×29) 1015 1507 .2 29 × 3

ct-sort (×12) 2400 1782 .2 12 × 3

Hacl* (×110) 3850 90953 7.6 110 × 3

OpenSSL (×130) 4550 5113 .9 130 × 3

tea decrypt -O0 290 953 .1 3

decrypt -O3 250 804 .1 3

donna -O0 7083 10.2M 1008.5 3

-O3 4643 2.7M 347.1 3

libsodium

salsa20 1627 38.0k 3.5 3

chacha20 2717 12.3k 1.5 3

sha256 4879 48.4k 4.5 3

sha512 16312 92.0k 8.1 3

Hacl*

chacha20 1221 6.7k 4.3 3

sha256 1279 21.0k 2.7 3

sha512 2013 47.5k 5.2 3

curve25519 8522 9.4M 927.8 3

BearSSL aes-ct-cbcenc 357 3.5k .5 3

des-ct-cbcenc 682 19.9k 12.1 3

OpenSSL tls-remove-padding-patch 424 35.7k 438.0 3

Total 296 binaries 64114 22.8M 2772.7 296 × 3

Table 4.3 – Performance of Binsec/Rel: bounded-verification for
constant-time on cryptographic implementations. † A line in which

the number of binaries is not indicated corresponds to 1 binary.

2. non-constant-time versions of aes and des from BearSSL [207] (aes_big and
des_tab),

3. non-constant-time version of OpenSSL tls-cbc-remove-padding 6 responsible
for the famous Lucky13 attack [6].

Results are reported in Table 4.4 with fault-packing disabled to report vulnera-
bilities at the instruction level. All bugs have been found within a 1 hour timeout.
Interestingly, we found three unexpected binary-level vulnerabilities (from secure source
codes) that slipped through previous analysis:

— function ct_select_v1 was deemed secured through binary-level manual in-
spection [231], still we confirm that any version of clang with -O3 introduces a
secret-dependent conditional jump which violates constant-time;

— functions ct_sort and ct_sort_mult, verified by ct-verif [10] (LLVM bitcode
compiled with clang), are vulnerable when compiled with gcc -O0 or clang
-O3 -m32 -march=i386.

More details on these vulnerabilities are provided in Section 4.6.2.3. Finally, we
describe the application of Binsec/Rel to the Lucky13 attack in Appendix C.2.1.

6. https://github.com/openssl/openssl/blob/OpenSSL_1_0_1/ssl/d1_enc.c

https://github.com/openssl/openssl/blob/OpenSSL_1_0_1/ssl/d1_enc.c
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Description and nb. of binaries† ≈Inst Iunr Time CT Status

utility ct-select (×21) 735 767 0.4 y 21 × 7 (1 new) 21
ct-sort (×18) 3600 7513 13.6 y 18 × 7 (2 new) 44

BearSSL aes-big-cbcenc 375 876 1651.8 n 7 32
des-tab-cbcenc 365 5187 4.4 n 7 8

OpenSSL tls-rem-pad-lucky13 950 7866 700.3 n 7 6

Total 42 binaries 6025 22209 2370.5 - 42 × 7 111

Table 4.4 – Performance of Binsec/Rel: bug-finding for constant-
time on cryptographic implementations. CT indicates if the program
is constant-time at source level (y) or not (n). † A line in which the

number of binaries is not indicated corresponds to 1 binary.

4.6.2.3 Preservation of constant-time by compilers (RQ1-RQ2)

Simon et al. [231] manually analyze whether clang optimizations break the
constant-time property, for 5 different versions of a selection function. We repro-
duce their analysis in an automatic manner and extent it for a total of 408 binaries
(192 in the initial study), adding:

— 29 new functions, including utility functions from OpenSSL [192] and
HACL* [272], and TEA [256] encryption primitive;

— a newer version of clang (clang-7.1);

— the gcc compiler versions 5.4 and 8.3;

— the ARM architecture with compiler arm-linux-gnueabi-gcc.

Results are presented in Table 4.5.

cl-3.0 cl-3.9 cl-7.1 gcc-5.4 gcc-8.3 arm-gcc
-O0 -O3 -O0 -O3 -O0 -O3 -O0 -O3 -O0 -O3 -O0 -O3

ct_select_v1 3 7 3 7 3 7 3 3 3 3 3 3

ct_select_v2 3 7 3 7 3 7 3 3 3 3 3 3

ct_select_v3 3 3 3 7 3 7 3 3 3 3 3 3

ct_select_v4 3 7 3 7 3 7 3 3 3 3 3 3

select_naive (insecure) 7 7 7 7 7 7 7 7 7 7 7 3

ct_sort 3 7 3 7 3 3 7 3 7 3 7 3

ct_sort_mult 3 7 3 7 3 3 7 3 7 3 7 3

sort_naive (insecure) 7 7 7 7 7 7 7 7 7 7 7 3

hacl_utility (×11) 3 3 3 3 3 3 3 3 3 3 3 3

openssl_utility (×13) 3 3 3 3 3 3 3 3 3 3 3 3

tea_encrypt 3 3 3 3 3 3 3 3 3 3 3 3

tea_decrypt 3 3 3 3 3 3 3 3 3 3 3 3

Table 4.5 – Constant-time analysis of functions compiled with gcc
or clang (cl) and optimization levels O0 or 03. 3 indicates that a
program is secure and 7 that it is insecure. Bold programs and
compilers are extensions of [231] and 7 indicates a different result

than [231].
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We confirm the main conclusion of Simon et al. [231] that clang is more likely
to optimize away constant-time protections as the optimization level increases. How-
ever, contrary to their work, our experiments show that newer versions of clang are
not necessarily more likely than older ones to break constant-time—e.g. ct_sort is
compiled to a non-constant-time code with clang-3.9 but not with clang-7.1.

Surprisingly, in contrast with clang, gcc optimizations tend to remove branches
and thus, are less likely to introduce vulnerabilities in constant-time code. Especially,
gcc for ARM produces secure binaries from the insecure source codes 7 sort_naive
and select_naive.

Although [231] reports that the ct_select_v1 function is secure in all their set-
tings, we find the opposite. Manual inspection confirms that clang with -O3 intro-
duces a secret-dependent conditional jump violating constant-time.

Finally, as discussed in Section 4.6.2.2, we found that the ct_sort and ct_sort_-
mult functions, taken from the benchmark of the ct-verif [10] tool, can be compiled
to insecure binaries. Those vulnerabilities are out of reach of ct-verif because it
targets LLVM code compiled with clang, whereas the vulnerabilities are either intro-
duced by gcc or by backend passes of clang—we did confirm that ct-verif with the
setting –clang-options="-O3 -m32 -march=i386" does not report the vulnerability.

Conclusion (RQ1-RQ2). We perform an extensive analysis over 338 binary codes
of cryptographic primitives and utility functions studied in the literature [45, 272,
10], which demonstrates that Binsec/Rel scales to realistic applications for both
bug-finding and bounded-verification (RQ1). We apply Binsec/Rel on programs
compiled with multiple versions and options of clang and gcc, over x86 and ARM,
which demonstrates that the technology is generic (RQ2). We also get the following
interesting side results:

— We proved constant-time-secure 296 binaries of interest;

— We found 3 new vulnerabilities that slipped through prior analysis—manual on
binary code [231] or automated on LLVM [10];

— We extend and automate a previous study on effects of compilers on constant-
time [231]—from 192 configurations to 408;

— We found that gcc optimizations tend to help enforcing constant-time—on
ARM, gcc even sometimes produces secure binaries from insecure sources.

4.6.3 Comparison with standard techniques (RQ3-RQ4-RQ5)

We compare Binsec/Rel with standard techniques based on self-composition and
relational symbolic execution (RelSE ) in Section 4.6.3.1, then we analyze the perfor-
mance of our different simplifications in Section 4.6.3.2, and finally we investigate the
overhead of Binsec/Rel compared to standard symbolic execution, and whether the
FlyRow simplifications is useful for symbolic execution (Section 4.6.3.3).

Experiments are performed on the programs introduced in Section 4.6.2 for bug-
finding and bounded-verification, including secure and insecure examples for a total
of 338 binaries and 70k instructions.

7. The compiler takes advantage of the fact that ARM has many conditional instructions to
remove conditional jumps.
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4.6.3.1 Comparison with self-composition and RelSE (RQ3)

We evaluate Binsec/Rel against self-composition (SC ) and RelSE. Since no im-
plementation of these methods fits our particular use-cases, we implement them di-
rectly in Binsec. RelSE is obtained by disabling Binsec/Rel optimizations (Sec-
tion 4.4.2), whereas SC is implemented on top of RelSE by duplicating low inputs
instead of sharing them and adding the adequate preconditions. Results are given in
Table 4.6.

Iunr Iunr/s Qtot Qexpl Qinsec Time 3 7

SC 248k 3.9 158k 14k 143k 64296 16 280 42
RelSE 349k 6.2 90k 17k 73k 56428 13 283 42

Binsec/Rel 22.8M 6238 3700 2408 1292 3657 0 296 42

Table 4.6 – Binsec/Rel vs. self-composition (SC ) and RelSE

While RelSE performs slightly better than SC (1.6× speedup in terms of instruc-
tions per second) thanks to a noticeable reduction of the number of queries (approx-
imately 50%), both techniques are not efficient enough on binary code: RelSE times
out in 13 cases and achieves an analysis speed of only 6.2 instructions per second
whereas SC times out in 16 cases and achieves an analysis speed of only 3.9 instruc-
tion per second. Binsec/Rel completely outperforms both previous approaches:

— The optimizations implemented in Binsec/Rel drastically reduce the number
of queries sent to the solver (57× less insecurity queries than RelSE );

— Binsec/Rel reports no timeout, is 1000× faster than RelSE and 1600× faster
than SC in terms of instructions explored per second;

— Binsec/Rel can perform bounded-verification of large programs (e.g. donna,
des_ct, chacha20, etc.) that were out of reach of standard methods.

4.6.3.2 Performance of simplifications (RQ4)

We evaluate the performance of our individual optimizations: on-the-fly read-
over-write (FlyRow), untainting (Unt) and fault-packing (FP). Results are reported
in Table 4.7:

— FlyRow is the major source of improvement in Binsec/Rel, drastically reducing
the number of queries sent to the solver and allowing a 718× speedup compared
to RelSE in terms of instructions per second;

— Untainting and fault-packing do have a positive impact on RelSE—untainting
alone reduces the number of queries by almost 50%, the two optimizations to-
gether yield a 2× speedup;

— Yet, their impact is more modest once FlyRow is activated: untainting leads to
a very slight slowdown, while fault-packing achieves a 1.4× speedup.

It is worth noting that FP can be interesting on some particular programs, when the
precision of the bug report is not the priority. Consider for instance the non-constant-
time version of aes in BearSSL (i.e. aes_big). On this program, Binsec/Rel without
FP reports 32 vulnerable instructions in 1580 seconds, whereas Binsec/Rel with FP
reports 2 vulnerable basic blocks, covering the 32 vulnerable instructions, in only 146
seconds (almost 11× faster).
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Version Iunr Iunr/s Qtot Qexpl Qinsec Time 3 7

Standard RelSE with Unt and FP

RelSE 349k 6.2 90148 17428 72720 56429 13 283 42
+ Unt 414k 9.9 48648 20601 28047 41852 7 289 42
+ FP 437k 12.7 35100 21834 13266 34471 7 289 42

Binsec/Rel (RelSE + FlyRow + Unt + FP)

RelSE + FlyRow 22.8M 4450 3738 2408 1330 5127 0 296 42
+ Unt 22.8M 4429 3738 2408 1330 5151 0 296 42
+ FP 22.8M 6238 3700 2408 1292 3658 0 296 42

Table 4.7 – Performance of Binsec/Rel simplifications.

4.6.3.3 Comparison against standard symbolic-execution (RQ5).

We investigate the overhead of Binsec/Rel compared to standard symbolic ex-
ecution (SE ); evaluate whether on-the-fly read-over-write (FlyRow) can improve per-
formance of SE ; and also compare FlyRow to a recent implementation of read-over-
write [107] (PostRow), implemented posterior to symbolic-execution as a formula pre-
processing. Standard symbolic-execution is directly implemented in the Rel module
and models a single execution of the program with exploration queries but without
insecurity queries.

Results are presented in Table 4.8:

— Binsec/Rel, compared to our best setting for symbolic execution
(SE+FlyRow), only has an overhead of 2× in terms of instructions per second.
Hence constant-time comes with an acceptable overhead on top of standard sym-
bolic execution. This is consistent with the fact that our simplifications discard
most insecurity queries, letting only the exploration queries which are also part
of symbolic-execution;

— For RelSE, FlyRow completely outperforms PostRow. First, PostRow is not
designed for relational verification and duplicates the memory. Second, PostRow
simplifications are not propagated along the execution and must be recomputed
for every query, producing a significant simplification overhead. On the contrary,
FlyRow models a single memory containing relational values and propagates
along symbolic execution;

— FlyRow also improves the performance of standard symbolic execution by a
factor 643 in our experiments, performing much better than PostRow (430×
faster).

Conclusion (RQ3-RQ4-RQ5). Binsec/Rel performs significantly better than
previous approaches to relational symbolic execution (1000× speedup vs. RelSE ). The
main source of improvement is the on-the-fly read-over-write simplification (FlyRow),
which yields a 718× speedup vs. RelSE and sends 57× less insecurity queries to the
solver.

Note that, in our context, FlyRow outperforms state-of-the-art binary-level sim-
plifications, as they are not designed to efficiently cope with relational properties and
introduce a significant simplification-overhead at every query.

Fault-packing and untainting, while effective over RelSE, have a much slighter im-
pact once FlyRow is activated; fault-packing can still be useful on insecure programs.



82 Chapter 4. Binsec/Rel: Symbolic Binary Analyzer for Constant-Time

Version Iunr Iunr/s Qtot Time

SE 522k 19.5 24444 26814 6
SE+PostRow [107] 628k 29.2 29389 21475 4
SE+FlyRow 22.8M 12531 534 1817 0

RelSE 349k 6.2 90148 56428 13
RelSE+PostRow 317k 5.3 65834 60295 15
RelSE+FlyRow 22.8M 4450 3738 5127 0

Binsec/Rel 22.8M 6238 3700 3657 0

Table 4.8 – Performance of RelSE compared to standard symbolic
execution with/without binary level simplifications.

Finally, in our experiments, FlyRow significantly improves performance of stan-
dard symbolic-execution (643× speedup), performing better than read-over-write im-
plemented posterior to symbolic-execution as a formula pre-processing (430× faster
than PostRow).

4.7 Discussion

Implementation limitations. The implementation of Binsec/Rel has the same
limitations as Binsec, discussed in Section 2.3.3.2:

— It is limited to x86-32, ARMv7 and RiscV instruction set;
— It does not support dynamic libraries (executable must be statically linked or

stubs must be provided for external function calls);
— It does not implement predefined stubs for system calls;
— It does not support dynamic allocation;
— It does not support floating point instructions.

These limitations are commonly found in research prototypes and are orthogonal to
the core contribution of this paper. Moreover, the prototype is already efficient on
real-world case studies.

Threats to validity in experimental evaluation. We assessed the effectiveness
of our tool on several known secure and insecure real-world cryptographic binaries,
many of them taken from prior studies. All results have been crosschecked with the
expected output, and manually reviewed in case of deviation.

Our prototype is implemented as part of Binsec [90], whose efficiency and ro-
bustness have been demonstrated in prior large scale studies on both adversarial code
and managed code [27, 211, 106, 89]. The lifting to an intermediate representation
has been positively evaluated in an external study [149] and the symbolic engine
features aggressive formula optimizations [107]. All our experiments use the same
search heuristics (depth-first) and, for bounded-verification, smarter heuristics do not
change the performance. Regarding the solver, we tried z3 [92] and confirmed the
better performance of Boolector 8.

Finally, we compare our tool to our own versions of self-composition (SC ) and
RelSE, primarily because none of the existing tools can be easily adapted for our
setting, and also because it allows us to compare very close implementations.

8. Since 2020, the best solver in this category is bitwizla [190] and support for this solver has
been recently added to Binsec



4.8. Related work 83

4.8 Related work

Section overview

Related work on information-flow analysis and timing attacks has already been
discussed in Section 3.1 and Section 3.2. This section discusses existing SE-
based tools for information analysis and automatic analyzers for constant-time.

SE-based tools for information flow analysis are summarized in Table 4.9. Au-
tomatic analyzers for constant-time are summarized in Table 4.10 (partly taken
from [10]). In the tables, we report whether the tools can prove that a program
is secure (P), perform bounded-verification (BV), do correct bug-finding with no false
alarms (BF).

Tool Target NI Technique P BVBF ≈XP Iu/s

RelSym [105] imp-for 3 RelSE 3 3 3 10 LoC na
IF-exploit [98] Java 3 SC 3 3 3 20 LoC na
Type-SC-SE [182] C 3 type-based SC+DSE 7 7 3 20 LoC na
Casym [49] LLVM 3 SC+over-approx 3 3 7 200 LoC na
ENCoVer [25] Java bytecode 3 epistemic logic+DSE 7 3 3 33k Iu 186

IF-low-level [24] binary 3 SC+invariants 3 3 7 250 Is na
IF-firmware [238] binary 7 SC+concretization 7 7 3 500k Iu 260
CacheD [254] binary 7 DSE+SC 7 7 3 31M Iu 2010

Binsec/Rel binary 7 RelSE+simplifications 7 3 3 10M Iu 6238

Table 4.9 – Comparison of SE-based tools for information flow anal-
ysis. NI indicates whether the tool handles general non-interference
(diverging paths) or not. In the column “Technique”, DSE stands for
dynamic symbolic execution, and SC for self-composition. ≈XP indi-
cates the maximum size of the use cases where LoC stands for Lines
of Code, Is for static instructions, and Iu for unrolled instructions.

Finally, na indicates Non-Applicable.

Self-composition and symbolic execution. Symbolic execution has first been
combined with self-composition by Milushev et al. [182]. They use type-directed self-
composition and dynamic symbolic execution based on KLEE [58] to find bugs of
noninterference in C programs. However they do not address scalability and their
experiments are limited to toy programs. The main issues here are the quadratic
explosion of the search space (due to the necessity of considering diverging paths) and
the complexity of the underlying formulas. Later works [98, 24] suffer from the same
problems.

Instead of considering the general case of noninterference, we focus on constant-
time, and we show that it remains tractable for symbolic execution with adequate op-
timizations.

Relational symbolic execution. Shadow symbolic execution [62, 196, 159] aims
at efficiently testing evolving software by focusing on the new behaviors introduced
by a patch. It introduces the idea of sharing formulas across two executions in the
same symbolic execution instance. The term relational symbolic execution has been
coined more recently [105] and applies similar concepts to the analysis of 2-hypersafety
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properties. However, this work is limited to a simple toy imperative language and do
not address scalability.

We maximize sharing between pairs of executions, as ShadowSE does, but we also
develop specific optimizations tailored to the case of constant-time analysis at binary-
level. Experiments show that our optimizations are crucial in this context.

Scaling symbolic execution for information flow analysis. Only three previ-
ous works achieve scalability when applying symbolic execution for information flow
analysis, yet at the cost of either precision or soundness. Wang et al. [254] and Subra-
manyan et al. [238] sacrifice soundness for scalability (no bounded-verification). The
former performs symbolic execution on fully concrete traces and only symbolizes se-
crets. The latter concretizes memory accesses. In both cases, they may miss feasible
paths as well as vulnerabilities. Brotzman et al. [49] take the opposite side and sacrifice
precision for scalability (no bug-finding). Their analysis scales by over-approximating
loops and resetting the symbolic state at chosen code locations.

We adopt a different approach and scale by heavy formula optimizations, allowing
us to keep both correct bug-finding and correct bounded-verification. Interestingly, our
method is faster than these approximated ones. Moreover, our technique is compatible
with the previous approximations for extra-scaling.

Other methods for constant-time analysis. Static approaches based on sound
static analysis [4, 183, 30, 21, 45, 164, 99, 100, 10, 216] give formal guarantees that a
program is free from timing-side-channels but they cannot find bugs when a program
is rejected. Some works also propose program transformations to make a program
secure [163, 4, 183, 70, 260, 49] but they target higher-level code and cannot detect
vulnerabilities in existing binary codes. Dynamic approaches for constant-time are
precise (they find real violations) but limited to a subset of the execution traces, hence
they are not complete. These techniques include statistical analysis [214], dynamic
binary instrumentation [166, 257], and dynamic symbolic execution (DSE) [69], or
fuzzing [138]..

Tool Target Analysis Technique P BVBF

ct-ai [45] C static abstract-interpretation 3 3 7

FlowTracker [216] LLVM static type-system 3 3 7

ct-verif [10] LLVM static logical, product-programs 3 3 7∗

Casym‡ [49] LLVM static SE + over-approx. 3 3 7

VirtualCert† [30] x86 static type-system 3 3 7

ctgrind [166] binary dynamic Valgrind [186] 7 7 7

CacheAudit‡ [100] binary static abstract-interpretation 3 3 7

CacheD‡ [254] binary dynamic DSE 7 7 3

Binsec/Rel binary static RelSE + simplifications 7 3 3

Table 4.10 – Automatic analysis tools for properties ensuring the ab-
sence of timing side-channel (see [10]) where DSE stands for dynamic
symbolic execution. ∗ct-verif can be incomplete because of invariant
inference. †As part of CompCert, cannot be used on arbitrary exe-

cutables. ‡Also implements a cache model.
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4.9 Conclusion

We tackle the problem of designing an automatic and efficient binary-level analyzer
for constant-time properties, enabling both bug-finding and bounded-verification on
real-world cryptographic implementations. Our approach is based on relational sym-
bolic execution together with original dedicated optimizations reducing the overhead
of relational reasoning and allowing for a significant speedup. Our prototype, Bin-
sec/Rel, is shown to be highly efficient compared to alternative approaches. We
used it to perform extensive binary-level constant-time analysis for a wide range of
cryptographic implementations, and to automate prior manual studies on the preser-
vation of constant-time by compilers. While conducting this study, we found three
constant-time vulnerabilities that slipped through previous manual and automated
analyses, and we discovered that gcc -O0 and backend passes of clang introduce
violations of constant-time out of reach of state-of-the-art constant-time verification
tools at LLVM or source level.
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Chapter 5

Generalization of Binsec/Rel and
Application to Secret-Erasure

Chapter overview

In this chapter, we generalize binary-level symbolic execution—introduced in
Chapter 4 for constant-time—to a subset of information flow properties. This
subset encompasses constant-time and secret-erasure, two properties that are
crucial in cryptographic implementation but are generally not preserved by
compilers. We adapt Binsec/Rel to verify secret-erasure, and propose an
easily extensible framework to verify, in various setups, that compilers do not
introduce violations of secret-erasure. Using this framework, we automate and
extend a prior manual study on preservation secret-erasure by compilers. In-
terestingly, our analysis highlights incorrect usages of volatile data pointers
for secret erasure and shows that enforcement mechanisms based on volatile
function pointers can introduce additional register spilling which might break
secret-erasure.

5.1 Introduction

Secret-erasure [74] (a.k.a. data scrubbing or safe erasure) requires to clear secret
data (e.g. secret keys) from the memory after the execution of a critical function, for
instance by zeroing out the corresponding memory. It ensures that secret data do not
persist in memory longer than necessary, protecting them against subsequent memory
disclosure vulnerabilities.

Problem. Scrubbing operations used for secret-erasure have no effect on the result
of the program and can therefore be optimized away by the dead-store-elimination pass
of the compiler [269, 43, 101], as detailed in CWE-14 [83]. Moreover, these scrubbing
operations do not erase secrets that have been copied on the stack by compilers from
register spilling—when there are not enough registers to hold all the variables and
some of them are moved to the stack.

Unfortunately, there is currently no sound automatic analyzer for secret-erasure.
Existing approaches rely on dynamic tainting [227, 231] or manual binary-code anal-
ysis [269], thus they can miss vulnerabilities in unexplored parts of the code. While
there has been some work on security preserving compilers [43, 231], they are not
always applicable and are ineffective for detecting errors in existing binaries.
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Proposal. We extend binary-level RelSE defined in Section 4.4 to a subset of in-
formation flow properties relating traces following the same path—which includes
interesting security policies such as constant-time. We propose a novel formalization
of secret-erasure expressible in this framework. We make Binsec/Rel modular in
the property to verify and extend it with the secret-erasure property. Binsec/Rel is
the first efficient binary-level automatic tool for bug-finding and bounded-verification
of constant-time and secret-erasure at binary-level.

Contributions. The contributions detailed in this chapter are the following:

— The leakage model considered in Section 4.4 is restricted to constant-time
whereas this work encompasses a more general subset of information flow prop-
erties. In particular, we define a new leakage model and property to capture
the notion of secret-erasure (cf. Sections 5.3.1 and 5.3.2). We also discuss the
adaptation of the theorems to other information-flow properties in Section 5.4.3;

— We adapt the Binsec/Rel tool to be modular in the property to check and
extend it to verify the secret-erasure property (Section 5.5);

— Finally, we build the first framework to automatically check the preservation
of secret-erasure by compilers. We use it to analyze 17 scrubbing functions—
including countermeasures manually analyzed in a prior study [269], compiled
with 10 compilers at 4 different optimization levels, for a total of 680 binaries
(cf. Section 5.6). Our analysis:

1. Confirms that secret-erasure mechanisms based on dedicated secure func-
tions (i.e. explicit_bzero, memset_s), memory barriers, and weak sym-
bols, are preserved in all our examples;

2. Shows that, while some versions of scrubbing functions based on volatile
data pointer are secure, it is easy to implement this mechanism incor-
rectly, i.e. using volatile pointer to non-volatile data, or passing a pointer
to volatile in a function call;

3. Interestingly it also shows that scrubbing mechanisms based on volatile
function pointers can introduce additional register spilling that might break
secret-erasure with gcc -O2 and gcc -O3.

Finally this framework is open-source [84] and can be easily extended with new
compilers and new scrubbing functions.

Related background

The following background is recommended before reading this chapter:
— introduction of symbolic execution, given in Section 2.2,

— definition of information-flow policies and self-composition, given in Sec-
tion 3.1,

— definition of constant-time, given in Section 3.2.4,

— basics of binary analysis, given in Section 2.3—in particular the low-level
language used in this section, defined in Section 2.3.4 and the binary-level
symbolic execution on which we build, defined in Section 2.3.5.

This chapter builds on the work introduced in Chapter 4 and is easier to follow
after reading Chapter 4. Nevertheless, it can (mostly a) be read independently
from Chapter 4.
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In order to keep this chapter self-sufficient, if details introduced in Chapter 4
are necessary for the comprehension of this chapter, we include them using
reminder boxes.

a. An exception is the extension of the proofs in Section 5.4.3

5.2 Motivating example

Secret-erasure. Secret-erasure requires to erase secret data from the memory after
the execution of a program in order to protect them against subsequent memory
disclosure vulnerabilities. It is enforced using scrubbing functions—functions that
overwrite a given part of the memory with dummy values. Take for instance the
program in Listing 5.1. The program (1) reads and stores secret data in a secret
buffer, (2) performs some computations using this secret data, (3) overwrites the
content of the secret buffer with 0, using the memset function. Assuming that the
functions process_secret does not copy secret data outside the secret buffer, we
could consider that this programs correctly enforces secret-erasure. However, the
compiled version of this program does not correctly enforce secret-erasure.

void scrub(char *buf , size_t size) {
memset(buf , 0, size);

}
int critical_function () {

char secret[LEN];
for (int i = 0; i < LEN; ++i) {

secret[i] = read_secret ();
}
process_secret(secret , LEN); // do something with secret
scrub(secret , LEN); // erase secret from memory
return 0;

}

Listing 5.1 – Example of a critical function (incorrectly) enforcing
secret-erasure.

Secret-erasure at binary-level. The problem with Listing 5.1 is that the memset
function does not affect the result of the program. As a consequence—in accordance
with the C standard—it can be optimized away by the compiler [269, 43, 101, 83].
Indeed at optimization level O2, gcc completely removes the call to the memset func-
tion, leaving secret data in the memory and introducing a violation of secret erasure,
as illustrated in Listing 5.2. Unfortunately, the C language does not provides a guar-
anteed way to enforce secret-erasure, hence programmers have to trick the compiler
into keeping their scrubbing functions (some of these mechanisms will be detailed in
Section 5.6). Moreover, if there are not enough registers, the compiler can also move
data from registers to memory. This process, called register spilling, is not predictable
at source level and can leave secrets in the memory, violating secret-erasure. In this
context, it is crucial to be able to verify at binary-level that scrubbing functions are
not optimized away and that no secrets remain in the memory at the end of a program.
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1 [...] // saving context
2 jmp condition
3 loop:
4 call read_secret
5 store @secret+i, al // secret[i] = read_secret
6 add i, 1 // i++
7 condition:
8 ite (i < LEN) goto loop else goto next
9 next:
10 [...] // stack operations
11 push LEN
12 push @secret
13 call process_secret // process_secret(secret , LEN);
14 [...] // restoring context
15 ret
16 jmp

Listing 5.2 – Compiled version (simplified) of the program in List-
ing 5.1, using gcc -O2.

Our proposal. In Section 5.3, we propose a definition of secret-erasure for binary-
level code in order to enforce secret-erasure without relying on the compiler to preserve
the property. In Section 5.4, we propose a symbolic analysis that encompasses our def-
inition of secret-erasure and add support for secret-erasure in Binsec/Rel. Finally,
in Section 5.6, we evaluate several scrubbing functions in multiple compiler settings,
highlighting several secure and insecure scrubbing mechanisms.

5.3 Concrete semantics and leakage model

Section overview

In this section, we extend the leakage model introduced in Section 4.3.1 to
capture—in addition to constant-time—a larger set of information-flow prop-
erties (cf. Section 5.3.1); and define a property for secret-erasure (cf. Sec-
tion 5.3.2).

5.3.1 Leakage model

The leakage model is expressed in the DBA language [28], introduced in Sec-
tion 2.3.4. As in Section 4.3.1, the behavior of the program is modeled with an
operational semantics where transition are labeled with an explicit notion of leak-
age. Building on Barthe, Grégoire, and Laporte’s framework [35], our semantics
is parameterized with leakage functions, which permits to consider several leakage
models—whereas the leakage model defined in Section 4.3.1 was fixed.

The set of program leakages, denoted L, is defined according to the leakage model.
A transition from a configuration c to a configuration c′ produces a leakage t ∈ L,
denoted c −→

t
c′. Analogously, the evaluation of an expression e in a configuration

(l, r,m), produces a leakage t ∈ L, denoted (l, r,m) e `t bv.
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Reminder (cf. Section 4.3.1)

The leakage of a multistep execution is the concatenation of leakages, denoted
·, produced by individual steps. We use −→

t

k with k a natural number to denote
k steps in the concrete semantics.

The concrete semantics is given in Figure 5.1 and is parameterized with leakage
functions λ : BV → L, λ : BV × BV → L, λ@ : BV32 → L, λpc : Loc → L,
λ⊥ : Loc → L, λµ : BV32 × BV8 → L. Section 2.3.4 gives a functional explanation
of the rules, we focus here on the leakage. A leakage model is an instantiation of
the leakage functions. We consider the program counter, memory obliviousness, size
noninterference and constant-time, leakage models defined in [35]. In addition, we
define the operand noninterference and secret-erasure leakage models.

Program counter [35]. The program counter leakage model leaks the control flow
of the program. The leakage of a program is a list of program location: L , List(Loc).
The outcome of conditionals and the address of indirect jumps is leaked: λpc(l) = [l].
We also leak the location of the end of the program: λ⊥(l) = [l]. Other instructions
produce an empty leakage.

Memory obliviousness [35]. The memory obliviousness leakage model leaks the
sequence of memory addresses accessed along the execution. The leakage of a
program is a list of 32-bit bitvectors representing addresses of memory accesses:
L , List(BV32). The addresses of memory load and stores are leaked: λ@(e) = [e].
Other instructions produce an empty leakage.

Operand noninterference. The operand noninterference leakage model leaks the
value of operands (or part of it) for specific operators that execute in non constant-
time. The leakage of a program is a list of bitvector values: L , List(BV). Functions
λ and λ are defined according to architecture specifics. For instance, in some archi-
tectures, the execution time of shift or rotation instructions depends on the shift or
rotation count 1. In this case, we can define λ<<(bv1, bv2) = [bv2]. Other instructions
produce an empty leakage.

Size noninterference [35]. The size noninterference leakage model is a special
case of operand noninterference where the size of the operand is leaked. For instance,
knowing that the execution time of the division depends on the size of its operands,
we can define λ÷(bv1, bv2) = [size(bv1), size(bv2)].

Constant-time [35]. The constant-time leakage model combines the program
counter and the memory obliviousness security policies. The set of leakage is de-
fined as L , List(Loc ∪ BV32). The control flow is leaked λpc(l) = [l], as well as
the memory accesses λ@(e) = [e]. Other instructions produce an empty leakage. Note
that some definitions of constant-time also include size noninterference [35] or operand
noninterference [36].

Secret-erasure. The secret-erasure policy leaks the index and value of every store
operation—values that are overwritten are filtered-out from the leakage trace (as we
formalize later in Definition 14). With regard to secret dependent control-flow, we

1. See https://bearssl.org/constanttime.html

https://bearssl.org/constanttime.html
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Expr

cst
(l, r,m) bv `ε bv

var
(l, r,m) v `ε r v

unop
(l, r,m) e `t bv

(l, r,m) e `t ·λ (bv) bv

binop
(l, r,m) e1 `t1 bv1 (l, r,m) e2 `t2 bv2
(l, r,m) e1 e2 `t1 · t2 ·λ (bv1,bv2) bv1 bv2

load
(l, r,m) e `t bv

(l, r,m) load e `t ·λ@(bv) m bv

Instr

halt
P[l] = halt

(l, r,m) −−−→
λ⊥(l)

(l, r,m)

s_jump
P[l] = goto l′

(l, r,m) −→ (l′, r,m)

i_jump
P[l] = goto e (l, r,m) e `t bv l′ , to_loc(bv)

(l, r,m) −−−−−→
t ·λpc(l′)

(l′, r,m)

ite-true
P[l] = ite e ? l1 : l2 (l, r,m) e `t bv bv 6= 0

(l, r,m) −−−−−→
t ·λpc(l1)

(l1, r,m)

ite-false
P[l] = ite e ? l1 : l2 (l, r,m) e `t bv bv = 0

(l, r,m) −−−−−→
t ·λpc(l2)

(l2, r,m)

assign
P[l] = v := e (l, r,m)e `t bv
(l, r,m) −→ (l + 1, r[v 7→ bv],m)

store
P[l] = store e e′ (l, r,m) e `t bv (l, r,m) e′ `t′ bv′

(l, r,m) −−−−−−−−−−−−−−→
t′ · t ·λ@(bv) ·λµ(bv,bv′)

(l + 1, r,m[bv 7→ bv′])

Figure 5.1 – Concrete evaluation of DBA instructions and expres-
sions.
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define a conservative notion of secret-erasure forbidding to branch on secrets—thus
including the program counter policy. The leakage of a program is a list of locations
and pairs of bitvector values: L , List(Loc ∪ (BV32 × BV8)). The control flow is
leaked λpc(l) = [l], as well as the end of the program λ⊥(l) = [l], and the list of store
operations λµ(bv, bv′) = [(bv, bv′)]. Other instructions produce an empty leakage.

5.3.2 Secure program

Reminder (cf. Section 4.3.2)

Let Vh ⊆ V be the set of high (secret) variables and Vl = V \Vh be the set of low
(public) variables. Analogously, we define Ah ⊆ BV32 (resp. Al = BV32 \ Ah)
as the addresses containing high (resp. low) input in the initial memory. The
low-equivalence relation over concrete configurations c and c′, denoted c 'l c′,
is defined as the equality of low variables and low parts of the memory.
Definition 11 (Low equivalence of states (c 'l c′)). Two configurations c ,
(l, r,m), and c′ , (l′, r′,m′) are low-equivalent if and only if:

— for all variable v ∈ Vl, r v = r′ v and,

— for all address a ∈ Al, m a = m′ a.

Security is expressed as a form of observational noninterference that is parameter-
ized by the leakage model. Intuitively observational noninterference guarantees that
low-equivalent configurations produce the same observations, according to the leakage
model:

Definition 12 (Observational noninterference (ONI)). A program is observationally
noninterferent if and only if for all low-equivalent initial configurations c0 and c′0, and
for all k ∈ N,

c0 'l c′0 ∧ c0 −→
t

k ck ∧ c′0 −→
t′
k c′k =⇒ filter(t) = filter(t′)

The property is parameterized by the leakage model and by a function, filter : L → L,
that further restricts the leakage.

Notice that, this definition is termination insensitive. However, like in Definition 9,
if the leakage determines the control-flow—i.e. filter(t) = filter(t′) implies that ck and
c′k are at the same program point—then ck is in a final configuration (i.e. on a halt
instruction) if and only if c′k is in a final configuration. In this case the definition is
termination sensitive. Notably, this is the case of the constant-time (Definition 13)
and secret-erasure (Definition 14) properties that we consider in this chapter.

Definition 13 (Constant-time). A program is constant-time (CT) if it is ONI in the
constant-time leakage model with filter set to the identity function.

Intuitively, our definition of secret erasure guarantees that every secret data that
have been stored into the memory must have been erased by the end of the program:

Definition 14 (Secret-erasure). A program enforces secret-erasure if it is ONI in
the secret-erasure leakage model with filter set to the identity function for control-
flow leakages and only leaking store values at the end of the program (l ∈ Loc⊥),
restricting to values that have not been overwritten by a more recent store. Formally,
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filter(t) = filter′(t, acc) where acc is an initially empty partial function from BV32 to
BV8 and filter′(t, acc) is defined as:

filter′(ε, acc) = ε (5.1)
filter′((a, v) · t, acc) = filter′(t, acc[a 7→ v]) (5.2)

filter′(l · t, acc) =

{
acc(a0) · . . . · acc(an), for ai ∈ dom(acc) if l ∈ Loc⊥
l · filter(t, acc) otherwise

(5.3)

In Eq. (5.2), filter′ accumulates store operations (a, c), from the leakage trace t, in
the function acc. Notice that because acc is a function, if acc(a) is already defined, its
value will be replaced by v after acc[a 7→ v]. In Eq. (5.3), if l is a terminal location,
all the store values accumulated in acc are leaked. Otherwise, l is a control-flow label
and is added to the final leakage trace. An example of application secret-erasure is
given in Example 11.

Example 11 (Secret-erasure). We illustrate our definition of secret-erasure on the
insecure low-level program given in Listing 5.2 with LEN=2. This program contains
three instructions producing a leakage:

— At line 5, the store instruction leaks the address and the value of the store;

— At line 8, the conditional jump leaks its next target (loop if i < LEN and
line 9 otherwise);

— At line 15, the current location is leaked, indicating the end of the program.

Consider two low-equivalent executions of this program such that the function
read_secret returns the sequence {a · b} in the first execution and {c · d} in the
second execution. At the end of the program, we obtain the following leakage traces
(where line numbers denote locations returned by λpc):

filter(line 3 · (@secret+0, a) · line 3 · (@secret+1, b) · line 9 · line 15)

filter(line 3 · (@secret+0, c) · line 3 · (@secret+1, d) · line 9 · line 15)

Because line 15 is the end of the program, the store values are not filtered away,
which gives the following traces:

[line 3 · a · line 3 · b · line 9 · line 15)] 6= [line 3 · c · line 3 · d · line 9 · line 15]

Because these leakage traces are distinct, there is a violation of secret-erasure.
Now consider that the memset function is called just before line 15, and writes

0 at addresses @secret+0 and @secret+1. At the end of the program, we obtain
the following leakage traces (omitting control-flow leakage for clarity):

filter((@secret+0, a) · (@secret+1, b) · (@secret+0, 0) · (@secret+1, 0) · line 15)

filter((@secret+0, c) · (@secret+1, d) · (@secret+0, 0) · (@secret+1, 0) · line 15)

Because filter accumulates store operations in a function acc, previous writing to
@secret+0 and @secret+1 are replaced by 0, giving the following traces:

[0 · 0 · line 15] = [0 · 0 · line 15]

Because both traces are equal, there is no violation of secret-erasure.
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Notice that this definition of secret-erasure is conservative because it forbids secret-
dependent control-flow. Take for instance the programs in Listing 5.3. Both of these
programs will be considered insecure by Binsec/Rel because they contain secret-
dependent conditions. In the case of Listing 5.3a, this effectively prevents an implicit
flow. However, in the case of Listing 5.3b, we could consider the program secure since
the secret is effectively erased from memory but our definition rejects it.

if h
then store l 0
else store l 1

(a) Secret-dependent condition with implicit
flow.

if h
then store l 0
else store l 0

(b) Secret-dependent condition without im-
plicit flow.

Listing 5.3 – Examples of programs where h is a high variable and
l is a low variable.

5.4 Parameterized relational symbolic execution

Section overview

This section presents the technical contributions of this chapter:
— First, it presents our symbolic evaluation. This is an extension of the

binary-level RelSE defined in Section 4.4.1, that is parameterized with
symbolic leakage predicates to account for the leakage functions introduced
in Section 5.3.1 (cf. Section 5.4.1);

— Then it instantiates symbolic leakage predicates according to concrete
leakage functions defined in Section 5.3.1 (cf. Section 5.4.2);

— Finally, it discusses the adaption of the theorems introduced in Sec-
tion 4.4.3 (cf. Section 5.4.3).

5.4.1 Parameterized symbolic evaluation

Reminder (cf. Section 2.3.5)

Binary-level symbolic execution relies on the quantifier-free theory of fixed-size
bitvectors and arrays (QF_ABV [29]). We let Φ denote the set of symbolic
expressions in the QF_ABV logic and ϕ, φ, ψ, ι be symbolic expressions ranging
over Φ.

A model M assigns concrete values to symbolic variables. The satisfiability
of a formula π with a model M is denoted M � π. In the implementation,
an SMT solver is used to determine satisfiability of a formula and obtain a
satisfying model, denoted M �smt π. Whenever the model is not needed for our
purposes, we leave it implicit and simply write � π or �smt π for satisfiability.

Reminder (cf. Section 4.4.1)

A relational expression ϕ
∧
is either a simple symbolic expression 〈ϕ〉 or a pair 〈ϕl |

ϕr〉 of two symbolic expression in Φ. We denote ϕ
∧
|l (resp. ϕ

∧
|r), the projection
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on the left (resp. right) value of ϕ
∧
. If ϕ

∧
= 〈ϕ〉, then ϕ

∧
|l and ϕ

∧
|r are both defined

as ϕ. Let Φ be the set of relational formulas and Bvn be the set of relational
symbolic bitvectors of size n.

Reminder (cf. Section 4.4.1.2)

Symbolic configuration. Our symbolic evaluation restricts to pairs of traces
following the same path—which is sufficient for constant-time and our definition
of secret-erasure because two low-equivalent executions must have the same
control-flow. Therefore, a symbolic configuration only needs to consider a single
program location l ∈ Loc at any point of the execution. A symbolic configuration
is of the form

(
l, ρ, µ

∧
, π
)
where:

— l ∈ Loc is the current program point,

— ρ : V → Φ is a symbolic register map, mapping variables from a set V to
their symbolic representation as a relational expression in Φ,

— µ
∧

: (Array Bv32 Bv8)× (Array Bv32 Bv8) is the symbolic memory—a pair
of arrays of values in Bv8 indexed by addresses in Bv32,

— π ∈ Φ is the path predicate—a conjunction of conditional statements and
assignments encountered along a path.

The location l is not needed for symbolic evaluation of expressions, therefore,
we omit it and write

(
ρ, µ, π

)
to denote a symbolic configuration in this context.

Symbolic evaluation. The symbolic evaluation of instructions, denoted s  s′

where s and s′ are symbolic configurations, is given in Figure 5.3. The evalua-
tion of an expression expr in a state

(
ρ, µ
∧
, π
)
to a relational formula ϕ

∧
, is denoted(

ρ, µ
∧
, π
)
expr ` ϕ

∧
and is given in Figure 5.2. For simplicity, the rules are presented

without the optimizations for binary-level RelSE introduced in Section 4.4.2. However
these optimizations are still applicable in this context.

Symbolic leakage predicates. The symbolic evaluation is parameterized by sym-
bolic leakage predicates (in boxes) which are instantiated according to the leakage
model (details on the instantiation will be given in Section 5.4.2). Symbolic leakage
predicates take as input a path predicate and expressions that can be leaked, and
return true if and only if no secret data can leak. The rules of the symbolic evaluation
are guarded by these symbolic leakage predicates: a rule can only be evaluated if the
associated leakage predicate evaluates to true, if it evaluates to false then a leak is
detected. Detailed explanations of the symbolic evaluation rules follow:

— λ̃ : Φ × Bv → Bool allows for leaking information on the operand of a unary
operation in rule unop,

— λ̃ : Φ × Bv × Bv → Bool allows for leaking information on the operand of a
binary operation in rule binop,

— λ̃@ : Φ×Bv → Bool allows for leaking information on the address of a memory
access in rules load and store,

— λ̃ij : Φ × Bv → Bool allows for leaking information on the jump target of an
indirect jump in rule i-jump,

— λ̃ite : Φ × Bv → Bool allows for leaking information on the outcome of a
conditional jump in rule ite-false and ite-true,
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— λ̃⊥ : Φ × (Array Bv32 Bv8) × (Array Bv32 Bv8) → Bool allows for leaking
information on the memory in rule halt,

Expr

cst (
ρ, µ
∧

, π
)
bv ` 〈bv〉

var (
ρ, µ
∧

, π
)
v ` ρ v

unop

(
ρ, µ
∧

, π
)
e ` φ

∧

ϕ
∧

, φ
∧

λ̃ (π, φ
∧

)(
ρ, µ
∧

, π
)

e ` ϕ
∧

binop

(
ρ, µ
∧

, π
)
e1 ` φ

∧ (
ρ, µ
∧

, π
)
e2 ` ψ

∧

ϕ
∧

, φ
∧

ψ
∧

λ̃ (π, φ
∧

, ψ
∧

)(
ρ, µ
∧

, π
)
e1 e2 ` ϕ

∧

load

(
ρ, µ
∧

, π
)
eidx ` ι

∧

ϕ
∧

, 〈select(µ
∧

|l, ι
∧

|l) |select(µ
∧

|r, ι
∧

|r)〉 λ̃@(π, ι
∧

)(
ρ, µ
∧

, π
)
load eidx ` ϕ

∧

Figure 5.2 – Symbolic evaluation of DBA expressions where (resp.
) is the logical counterpart of the concrete operator (resp. ).

5.4.2 Instantiation of leakage predicates

Symbolic leakage predicates are instantiated according to concrete leakage models
defined in Section 5.3.1. Note that the analysis can easily be extended to other leakage
models by defining symbolic leakage predicates accordingly.

Reminder (cf. Section 4.4.1.1)

For the security evaluation, we define a predicate secLeak : Φ×Φ→ Bool, which
ensures that a relational formula does not differ in its right and left components,
meaning that it can be leaked securely:

secLeak(ϕ
∧
, π)=


true if ϕ

∧
= 〈ϕ〉

true if ϕ
∧

= 〈ϕl |ϕr〉∧ 2smt π ∧ ϕl 6= ϕr

false otherwise

Program counter. In the program counter leakage model, symbolic leakage pred-
icates ensure that the outcome of conditional instructions and the addresses of indi-
rect jumps are the same in both executions: λ̃ij(ϕ

∧
) = secLeak(ϕ

∧
, π) and λ̃ite(ϕ

∧
) =

secLeak(eq0 ϕ
∧
, π) where eq0 x returns true if x = 0 and false otherwise, and eq0 is

the lifting of eq0 to relational formulas. Other symbolic leakage predicates evaluate
to true.

Memory obliviousness. In the memory obliviousness leakage model, symbolic
leakage predicates ensure that store and load indexes are the same in both execu-
tions: λ̃@(ϕ

∧
) = secLeak(ϕ

∧
, π). Other symbolic leakage predicates evaluate to true.
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Instr

halt
P[l] = halt λ̃⊥(π, µ

∧

)(
l, ρ, µ

∧

, π
)
 
(
l, ρ, µ

∧

, π
)

s_jump
P[l] = goto l′(

l, ρ, µ
∧

, π
)
 
(
l′, ρ, µ

∧

, π
)

i_jump

P[l] = goto e(
ρ, µ
∧

, π
)
e ` ϕ

∧

M �smt π ∧ ϕ
∧

|l = ϕ
∧

|r l′ , to_loc(M(ϕ
∧

|l))

π′ , π ∧ (ϕ
∧

|l = ϕ
∧

|r = M(ϕ
∧

|l)) λ̃ij(π, ϕ
∧

)(
l, ρ, µ

∧

, π
)
 
(
l′, ρ, µ

∧

, π′
)

ite-true
P[l] = ite e ? ltrue : lfalse l′ , ltrue(

ρ, µ
∧

, π
)
e ` ϕ

∧

π′ , π ∧ (ϕ
∧

|l 6= 0) ∧ (ϕ
∧

|r 6= 0) �smt π
′ λ̃ite(π, ϕ

∧

)(
l, ρ, µ

∧

, π
)
 
(
l′, ρ, µ

∧

, π′
)

ite-false
P[l] = ite e ? ltrue : lfalse l′ , lfalse(

ρ, µ
∧

, π
)
e ` ϕ

∧

π′ , π ∧ (ϕ
∧

|l = 0) ∧ (ϕ
∧

|r = 0) �smt π
′ λ̃ite(π, ϕ

∧

)(
l, ρ, µ

∧

, π
)
 
(
l′, ρ, µ

∧

, π′
)

assign

P[l] = v := e
(
ρ, µ
∧

, π
)
e ` ϕ

∧

ϕ
∧′ , fresh(ϕ

∧

) ρ′ , ρ[v 7→ ϕ
∧′] π′ , π ∧ (ϕ

∧′
|l = ϕ

∧

|l) ∧ (ϕ
∧′
|r = ϕ

∧

|r)(
l, ρ, µ

∧

, π
)
 
(
l + 1, ρ′, µ

∧

, π′
)

store
P[l] = store eidx eval

(
ρ, µ
∧

, π
)
eidx ` ι

∧(
ρ, µ
∧

, π
)
eval ` ν

∧

µ
∧′ , 〈store(µ

∧

|l, ι
∧

|l, ν
∧

|l) |store(µ
∧

|r, ι
∧

|r, ν
∧

|r)〉
π′ , π ∧ µ

∧′
|l = store(µ

∧

|l, ι
∧

|l, ν
∧

|l) ∧ µ
∧′
|r = store(µ

∧

|r, ι
∧

|r, ν
∧

|r) λ̃@(π, ι
∧

)(
l, ρ, µ

∧

, π
)
 
(
l + 1, ρ, µ

∧′, π′
)

Figure 5.3 – Symbolic evaluation of DBA instructions where where
fresh(ϕ

∧
) returns a pair of fresh symbolic variables if ϕ

∧
is a pair, or a

simple fresh symbolic variable if ϕ
∧

is simple.

Operand noninterference. In the operand noninterference leakage model, sym-
bolic leakage predicates ensure that operands (or part of them) are the same in both
executions for specific operators that execute in non constant-time. For instance,
for architectures in which the execution time of shift depends on the shift count,
λ̃<<(ϕ

∧
, φ
∧

) = secLeak(φ
∧
, π). Other symbolic leakage predicates evaluate to true.

Size noninterference The size noninterference leakage model is a special case of
operand noninterference. Symbolic leakage predicates ensure that the size of operands
is the same in both executions for specific operators that execute in non constant-
time. For instance for the division, we have λ̃÷(ϕ

∧
, ψ
∧

) = secLeak(sizeϕ
∧
, π), where
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size : Bv → Bv is a function that returns the size of a symbolic bitvector and size its
lifting to relational expressions. Other symbolic leakage predicates evaluate to true.

Constant-time. The constant-time leakage model is a combination of the program
counter and the memory obliviousness leakage models. Symbolic leakage predicates
λ̃ij and λ̃ite are defined like in the program counter policy, while λ̃@ is defined like in
the memory obliviousness policy. Other symbolic leakage predicates evaluate to true.

Secret-erasure. In the secret-erasure leakage model, a symbolic leakage predicate
ensures, at the end of the program, that the parts of memory that have been written
by the program are the same in both executions:

λ̃⊥(µ
∧

) =
∧

ι∈addr(µ
∧

)

secLeak(〈select(µ
∧
|l, ι) |select(µ

∧
|r, ι)〉, π)

where addr(µ
∧

) is the list of store indexes in the symbolic memory µ
∧
. An example

is given in Example 12. Additionally, symbolic leakage predicates λ̃ij and λ̃ite are
defined like in the program counter policy.

Example 12 (Secret-erasure). We illustrate our analysis for secret-erasure on the
insecure low-level program given in Listing 5.2 with LEN=2. For simplicity, we
ignore control-flow leakages and focus on the leakage from the halt rule. The
important rules to consider in this example are:

— The store rule, which updates the symbolic memory with a symbolic store
operation—and is applied when the store instruction at line 5 is evaluated;

— The halt rule, which leaks the content of the symbolic memory—and is
applied when the ret instruction at line 15 is evaluated.

Consider the relational symbolic execution of this program such that
read_secret returns pairs of symbolic expressions 〈αl |αr〉 and 〈βr |βr〉 At the end
of the program, we obtain the following symbolic memory (which we represent as
history of relational store operations for simplicity):

µ
∧

= store(@secret+0, 〈αl |αr〉) · store(@secret+1, 〈βl |βr〉)

Finally, the rule halt evaluates the symbolic leakage predicate λ̃⊥(µ
∧

) (we omit the
path predicate as it does not change the satisfiability of the solver calls):

λ̃⊥(µ
∧

) = secLeak(select(µ
∧
, @secret+0)) ∧ secLeak(select(µ

∧
, @secret+1))

= secLeak(〈αl |αr〉) ∧ secLeak(〈βr |βl〉)
= 2smt αl 6= αr ∨ βl 6= βr

= false

Because λ̃⊥(µ
∧

) is unsatisfiable, our analysis reports a violation of secret-erasure,
together with a counterexample (e.g. αl = a and αr = c).

Consider now that the memset function is called just before line 15, and writes
0 at addresses @secret+0 and @secret+1. At the end of the program, we obtain
the following symbolic memory:

µ
∧

= store(@secret+0, 〈αl |αr〉) · store(@secret+1, 〈βl |βr〉)·
store(@secret+0, 〈0〉) · store(@secret+1, 〈0〉)
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and the symbolic leakage predicate in the rule halt becomes:

λ̃⊥(µ
∧

) = secLeak(select(µ
∧
, @secret+0)) ∧ secLeak(select(µ

∧
, @secret+1))

= secLeak(〈0〉) ∧ secLeak(〈0〉)
= true

Because the symbolic leakage predicate is true, there is no violation of secret-
erasure.

5.4.3 Adapting theorems and proofs for other leakage models

Section overview

This section discusses how the theorems and proofs given in Section 4.4.3 for
the constant-time property can be adapted to other leakage models. To avoid
unnecessary repetitions, we do not include here the definitions of the theorems
and refer the reader to Section 4.4.3.

Correctness. Correctness of our symbolic execution (Theorem 1) holds regardless of
the leakage model considered. Indeed, we showed that our symbolic execution makes
no over-approximation, without using the leakage model for constant-time. Moreover,
we can show that (Theorem 1) still holds for other leakage models because symbolic
leakage predicates cannot remove constraints from the symbolic state (and therefore
cannot introduce over-approximations).

Bug-Finding. Bug-finding (Theorem 2) can also be easily adapted to other leakage
models as long as the symbolic leakage model does not over-approximate the concrete
leakage model. In particular, it still holds for secret-erasure. The adaptation of
Theorem 2 to secret-erasure only requires to show that Lemma 1 holds for the halt
rule.

Completeness. Completeness (Theorem 3) follows from Lemma 2 and Theorem 2
and thus can be adapted to other leakage models on two conditions. First, because
our symbolic semantics is blocking on errors, it only applies to secure programs and
its proof relies on the absence of false alarm—which is given as long as the symbolic
leakage model does not over-approximate the concrete leakage model (Theorem 2).
Second, Lemma 2 only applies to pairs of concrete executions following the same path.
Therefore, Theorem 3 only holds for leakage models leaking the control-flow (i.e. that
include the program counter leakage model). Note that these two conditions are met
in the case of secret-erasure.

Bounded-verification. Bounded-verification (Theorem 4) can be adapted to other
leakage models on two conditions. First, because it builds on Lemma 2 which only
applies to pairs of concrete executions following the same path, it only holds for
leakage models leaking the control-flow (i.e. that include the program counter leakage
model). Second, it requires to show that the symbolic leakage model does not under-
approximate the concrete leakage model: if a leakage occurs in concrete execution
then this leakage is captured in symbolic execution. These conditions hold for our
definition of secret-erasure, we must just adapt the proof for the halt rule as the
filter function delays the leakage of store values upon termination.
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5.5 Implementation

Reminder (cf. Section 4.5)

Relational symbolic evaluation is implemented on top of Binsec in the Rel
plugin. It is composed of a relational symbolic exploration module and an
Insecurity module. The symbolic exploration module chooses a path to ex-
plore, updates the symbolic state and the path predicate according to the cur-
rent instruction, and ensures that paths are satisfiable. The Insecurity module
builds insecurity queries and ensures that they are not satisfiable.

We adapt Binsec/Rel to be modular in the property to check. We transform the
Insecurity module into a functor that can be parameterized by a Property module.
The Property module defines the property to check and its implementation depends
on the leakage model. In particular, it is in charge of:

— collecting expressions that can leak according to the leakage model,

— build insecurity queries, send them to the solver and return counterexamples.

Finally, we implement two Property modules:

— A module for constant-time (taken from our prior implementation), which col-
lects addresses of load and store instructions as well as conditions and indirect
jump expressions and send them to the solver according to the fault-packing
parameter (see Section 4.4.2.3);

— A module for secret-erasure, which collects addresses of store instructions en-
countered along symbolic execution, and leaks the content of the memory at
these addresses at the end of the program.

5.6 Application: compiler preservation of secret-erasure

An extensible framework. In this section we present a framework to automat-
ically check the preservation of secret-erasure for multiple scrubbing functions and
compilers. This framework is open source and can be easily extended 2 with new com-
pilers and new scrubbing functions. Using Binsec/Rel:

— we analyze 17 scrubbing functions;

— with multiple compilers versions of clang (3.0, 3.9, 7.1.0, 9.0.1 and 11.0.1) and
gcc (5.4.0, 6.2.0, 7.2.0, 8.3.0 and 10.2.0);

— and multiple optimization levels (-O0, -O1, -O2 and -O3).

This accounts for a total of 680 binaries analyzed in 80.1 seconds, which show that
Binsec/Rel can efficiently verify secret-erasure on a large number of binaries.

Setup. Experiments were performed on a laptop with an Intel(R) Core(TM) i5-
2520M CPU @ 2.50GHz processor and 32GB of RAM.

Legend. In this section, clang-all-versions (resp. gcc-all-versions) refer to all the
aforementioned clang (resp. gcc) versions; and in tables 3 indicates that a program
is secure and 7 that it is insecure w.r.t secret-erasure.

2. See https://github.com/binsec/rel_bench/blob/main/src/secret-erasure/Readme.org

https://github.com/binsec/rel_bench/blob/main/src/secret-erasure/Readme.org


102 Chapter 5. Generalization of Binsec/Rel and Application to Secret-Erasure

5.6.1 Naive implementations

First, we consider naive (insecure) implementations of scrubbing functions:

— loop: naive scrubbing function that uses a simple for loop to set the memory
to 0,

— memset: uses the memset function from the Standard C Library,

— bzero: function defined in glibc to set memory to 0.

Results (cf. Table 5.1). As expected, without appropriate countermeasures, these
naive implementation of scrubbing functions are all optimized away by all versions
of clang and gcc at optimization level -O2 and -O3. Additionally, as highlighted in
Table 5.1, bzero is also optimized away at optimization level -O1 with gcc-7.2.0 and
older versions 3.

clang-3.0 clang-3.9 clang-7.1.0 clang-9.0.1 clang-11.0.1
O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3

loop 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7

memset 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7

bzero 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7

gcc-5.4.0 gcc-6.2.0 gcc-7.2.0 gcc-8.3.0 gcc-10.2.0
O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3 O0 O1 O2 O3

loop 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7

memset 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7 3 3 7 7

bzero 3 7 7 7 3 7 7 7 3 7 7 7 3 3 7 7 3 3 7 7

Table 5.1 – Preservation of secret-erasure for naive scrubbing func-
tions.

5.6.2 Volatile function pointer

The volatile type qualifier indicates that the value of an object may change
at any time, preventing the compiler from optimizing memory accesses to volatile
objects. This mechanism can be exploited for secure secret-erasure by using a volatile
function pointer for the scrubbing function (e.g. eventually redirecting to memset).
Because the function may change, the compiler cannot optimize it away. Listing 5.4
illustrates the implementation of this mechanism in OpenSSL [193].

1 typedef void *(* memset_t )(void *, int , size_t );
2 static volatile memset_t memset_func = memset;
3 void scrub(char *buf , size_t size) {
4 memset_func(buf , 0, size);
5 }

Listing 5.4 – OpenSSL scrubbing function [193]. Relies on volatile
function pointer.

3. This is because the function calls to scrub and bzero are inlined in gcc-7.2.0 and older
versions, making the optimization possible whereas the call to scrub is not inlined in gcc-8.3.0 and
older versions.
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Results (cf. Table 5.2). Binsec/Rel reports that, for all versions of gcc, the
secret-erasure property is not preserved at optimization levels -O2 and -O3. Indeed,
the caller-saved register edx is pushed on the stack before the call to the volatile
function. However, it contains secret data which are spilled on the stack and not
cleared afterwards—note that clang also uses edx to hold secret data but does not
save it on the stack before the function call. This shows that our tool can find violations
of secret erasure from register spilling. We conclude that while the volatile function
pointer mechanism is effective for preventing the scrubbing function to be optimized
away, it may also introduce unnecessary register spilling that might break secret-erasure.

clang-all-versions gcc-all-versions
-O0 -O1 -O2 -O3 -O0 -O1 -O2 -O3

3 3 3 3 3 3 7 7

Table 5.2 – Preservation of secret-erasure with volatile function
pointer as implemented in Listing 5.4.

5.6.3 Volatile data pointer

The volatile type qualifier can also be used for secure secret-erasure by marking
the data to scrub as volatile before erasing it. Usages of the volatile qualifier are
illustrated in Listing 5.5.

1 // Pointer -to -volatile
2 volatile char *vbuf = (volatile char *) buf;
3 // Volatile pointer (pointer is volatile itself)
4 char * volatile vbuf = (char *volatile) buf;
5 // Volatile pointer -to-volatile
6 volatile char *volatile vbuf = (volatile char *volatile) buf;

Listing 5.5 – Different usage of volatile type qualifier before scrub-
bing memory.

We analyze several implementations based on this mechanism:

— ptr_to_volatile_loop casts the pointer buf to a pointer-to-volatile vbuf (cf.
Listing 5.5, line 2) before scrubbing data from vbuf using a simple for or while
loop. This is a commonly used technique for scrubbing memory, used for instance
in Libgcrypt [169], wolfSSL [259], or sudo [181];

— ptr_to_volatile_memset is similar to ptr_to_volatile_loop but scrubs data
from memory using memset. Note that this implementation is insecure as the
volatile type qualifier is discarded by the function call—volatile char * is
not compatible with void *;

— volatile_ptr_loop (resp. volatile_ptr_memset) casts the pointer buf to
a volatile pointer vbuf—but pointing to non volatile data (cf. Listing 5.5,
line 4) before scrubbing data from vbuf using a simple for or while loop (resp.
memset) 4;

4. Although we did not find this implementation in real-world cryptographic code, we were curious
about how the compiler would handle this case.
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— vol_ptr_to_vol_loop casts the pointer buf to a volatile pointer-to-volatile vbuf
(cf. Listing 5.5, line 6) before scrubbing data from vbuf using a simple for or
while loop. It is the fallback scrubbing mechanism used in libsodium [170] and
in HACL* [133] cryptographic libraries;

— vol_ptr_to_vol_memset is similar to vol_ptr_to_vol_loop but uses memset
instead of a loop.

Results (cf. Table 5.3). First, our experiments show that using volatile point-
ers to non-volatile data does not reliably prevent the compiler from optimizing away
the scrubbing function. Indeed, gcc optimizes away the scrubbing function at op-
timization level -O2 and -O3 in both volatile_ptr implementations. Second, us-
ing a pointer to volatile works in the loop version (i.e. ptr_to_volatile_loop and
vol_ptr_to_vol_loop) but not in the memset versions (i.e. ptr_to_volatile_memset
and vol_ptr_to_vol_memset) as the function call to memset discards the volatile qual-
ifier.

clang-all-versions gcc-all-versions
-O0 -O1 -O2 -O3 -O0 -O1 -O2 -O3

ptr_to_volatile_loop 3 3 3 3 3 3 3 3

volatile_ptr_loop 3 3 3 3 3 3 7 7

vol_ptr_to_vol_loop 3 3 3 3 3 3 3 3

ptr_to_volatile_memset 3 3 7 7 3 3 7 7

volatile_ptr_memset 3 3 3 3 3 3 7 7

vol_ptr_to_vol_memset 3 3 3 3 3 3 7 7

Table 5.3 – Preservation of secret-erasure with volatile data pointers.
3 indicates that a program is secure and 7 that it is insecure.

5.6.4 Memory barriers

Memory barriers are inline assembly statements which indicate the compiler that
the memory could be read or written, forcing the compiler to preserve preceding
store operations. We study four different implementations of memory barriers: three
implementations from safeclib [246], plus the approach recommended in a study from
Yang et al. on scrubbing functions [269].

— memory_barrier_simple (cf. Listing 5.6, line 2) is the implementation used in
explicit_bzero and the fallback implementation used in safeclib. As pointed by
Yang et al. [269], this barrier works with gcc [1] but might not work with clang,
which might optimize away a call to memset or a loop before this barrier [54]—
although we could not reproduce the behavior in our experiments;

— memory_barrier_mfence (cf. Listing 5.6, line 4) is similar to memory_barrier_-
simple with an additional mfence instruction for serializing memory. It is used
in safeclib when mfence instruction is available;

— memory_barrier_lock (cf. Listing 5.6, line 6) is similar to memory_barrier_-
mfence but uses a lock prefix for serializing memory. It is used in safeclib on
i386 architectures;

— memory_barrier_ptr (cf. Listing 5.6, line 8) is a more resilient approach than
memory_barrier_simple, recommended in the study of Yang et al. [269], and
used for instance in libsodium memzero [170]. It makes the pointer buf visible to
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the assembly code, preventing prior store operation to this pointer from being
optimized away.

1 // memory_barrier_simple
2 __asm__ __volatile__ ("":::" memory ");
3 // memory_barrier_mfence
4 __asm__ __volatile__ (" mfence" ::: "memory ");
5 // memory_barrier_lock
6 __asm__ __volatile__ ("lock; addl $0 ,0(%% esp)" ::: "memory ");
7 // memory_barrier_ptr
8 __asm__ __volatile__ ("": :"r"(buf) :" memory ");

Listing 5.6 – Different implementation of memory barriers.

Results. For all the implementation of memory barriers that we tested, we did not
find any vulnerability—even with the version deemed insecure in the study of Yang
et al. [269]. 5

5.6.5 Weak symbols

Weak symbols are specially annotated symbols (with __attribute__((weak)))
whose definition may change at link time. An illustration of a weak function symbol
is given in Listing 5.7. The compiler cannot optimize a store operation preceding the
call to _sodium_dummy_symbol because its definition may change and could access the
content of the buffer. This mechanism, is used in libsodium memzero [170] when weak
symbols are available.

1 __attribute__ ((weak)) void _sodium_dummy_symbol(
2 void *const pnt , const size_t len) {
3 (void) pnt;
4 (void) len;
5 }
6 void scrub(char *buf , size_t size) {
7 memset(buf , 0, size);
8 _sodium_dummy_symbol(buf , size);
9 }

Listing 5.7 – Libsodium implementation of memory scrubbing with
weak symbols.

Results. Binsec/Rel did not find any vulnerability using weak-symbols.

5.6.6 Off-the-shelf implementations

Finally, we consider two secure implementations of scrubbing functions proposed
in external libraries:

5. As explained in a bug report [54], memory_barrier_simple is not reliable because clang might
consider that the inlined assembly code does not access the buffer (e.g. by fitting all of the buffer in
registers). The fact that we were not able to reproduce this bug in our setup is due to differences
in programs (in our program the address of the buffer escapes because of function calls whereas it is
not the case in the bug report); it does not mean that this barrier is secure (it is not).
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— explicit_bzero is a function defined in glibc to set memory to 0 with a guar-
antee that it will not be optimized away by the compiler;

— memset_s is a function defined in the optional Annex K “bound-checking in-
terfaces” of the C11 standard. We take the implementation of safeclib [247],
compiled with its default Makefile for a i386 architecture.

These functions both rely on a memory barrier (see Section 5.6.4) to prevent the
compiler from optimizing scrubbing operations.

Results. Binsec/Rel did not find any vulnerability with these functions.

5.7 Related work

Section overview

Related work on symbolic execution for information-flow analysis has already
been extensively discussed in Section 4.8, so we focus here on the related work
regarding secret-erasure.

Specification. Chong and Myers [74] introduce the first framework to specify rich
secret-erasure policies which supports secret-erasure and declassification under some
conditions. Their policy language is general as it does not impose a particular logic for
conditions, nor does it restrict to a specific programming language, however they leave
enforcement mechanisms for future work. Tedesco, Hunt, and Sands [239] propose a
knowledge-based framework for specifying richer secret-erasure policies, taking into
account the observational power of the attacker, the amount of information to erase,
and more complex conditions. Askarov et al. [17] additionally considers cryptographic
data deletion (i.e. reliably erase data on untrustworthy storage service by encrypting
them and deleting the encryption key). These works [74, 239, 17] focus on expressing
complex secret-erasure policies, but are not directly applicable to concrete languages.

Hansen and Probst [134] propose the first application of a simple secret-erasure
policy for a concrete language (i.e. Java Card Bytecode), which ensures that secrets
are unavailable after program termination. Our definition of secret erasure is close to
theirs and directly applicable for binary-level verification.

Verification. Most enforcement mechanisms for secret-erasure are language-based
and rely on type systems to enforce information flow control. This includes type-
systems to enforce noninterference and secret-erasure [140], type-based information-
flow control in Jif [73] and Java [17], dynamic taint analysis for Python programs [240],
and interactive verification in Coq using dependent types [184].

Secretgrind [227] is a dynamic taint tracking tool based on Valgrind [186] that
tracks secret data in memory. It is the closest work to ours but is still quite different
as their analysis is dynamic and liberal, in the sense that it permits implicit flows;
whereas our analysis is static and our definition of secret-erasure is conservative, in
the sense that if forbids secret-dependent control flow (and hence implicit flows). For
instance, consider again the programs introduced in Listing 5.3. The program in
Listing 5.3a, containing an implicit flow, will be considered insecure by Binsec/Rel
but (liberally) considered secure by Secretgrind; whereas the program in Listing 5.3b
which contains no implicit nor explicit flow will be considered secure by Secretgrind
but (conservatively) considered insecure by Binsec/Rel because it contains a secret-
dependent condition.
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Compilation. The problem of (non-)preservation of secret-erasure by compilers is
well known [83, 101, 43, 269, 231]. To remedy it, a notion of information flow-
preserving program transformation has been proposed [43] but this approach requires
to compile programs using CompCert [168] and does not apply to already compiled bi-
naries. Finally, preservation of secret-erasure functions by compilers has been studied
manually [269], and we further this line of work by proposing an extensible framework
for automating the process.

5.8 Conclusion

We generalize binary-level relational symbolic execution to a subset of information
flow properties, restricting to pairs of traces following the same path, and propose a
new leakage model and definition to capture secret-erasure. We adapt, Binsec/Rel,
to verify the secret-erasure property and use it to study the preservation of secret-
erasure by compilers. We highlight incorrect usages of volatile data pointer for secret
erasure, and show that scrubbing mechanisms based on volatile function pointers can
introduce additional violation from register spilling.
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Chapter 6

Binsec/Haunted: Symbolic
Analyzer for Spectre

Chapter overview

Spectre are microarchitectural attacks which were made public in January 2018.
They allow an attacker to recover secrets by exploiting speculations in proces-
sors. Detection of Spectre is particularly important for cryptographic libraries,
and defenses at the software level have been proposed. Yet, defenses correct-
ness and Spectre detection pose challenges due on one hand to the explosion of
the exploration space induced by speculative paths, and on the other hand, to
the introduction of new Spectre vulnerabilities at different compilation stages.

We propose an optimization, called Haunted RelSE, allowing for scalable
detection of Spectre vulnerabilities at binary level. We prove the optimization
semantically correct with regard to the more naive explicit speculative explo-
ration approach used in state-of-the-art tools. We implement Haunted RelSE
in a symbolic analysis tool Binsec/Haunted, and extensively test it on a
well-known set of litmus tests for Spectre-PHT, and on a new set of litmus
tests for Spectre-STL, which we propose. Our technique finds more violations
and scales better than state-of-the-art techniques and tools, analyzing real-
world cryptographic libraries and finding new violations. Thanks to our tool,
we discover that index-masking—a standard defense for Spectre-PHT—and
well-known gcc options to compile position independent executable introduce
Spectre-STL violations. We propose and verify a correction to index-masking
to avoid the problem.

6.1 Introduction

Modern CPUs performance relies on complex hardware logic, including out-of-
order execution and speculations. Independently from the hardware implementation,
the architecture describes how instructions behave in a CPU and includes state that
can be observed by the developer such as data in registers and main memory. The
microarchitecture describes how the architecture is implemented in a processor hard-
ware, and its state includes for example entries in the cache which are transparent to
the developer. In order to improve performance, the CPU can execute instructions
ahead of time, and attempt, for instance, to guess values via a branch predictor to
speculatively execute a direction of the control flow when the condition is not yet
available, instead of stalling the pipeline. If the guess is correct, the execution is
committed and the CPU spares the cost of the pipeline stall. If the guess is incorrect,
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the CPU discards the speculative execution by reverting the affected state of the ar-
chitecture. At the end, only correct executions define the state of the architecture.
Reverted executions, also known as transient executions, are meant to be transparent
from the architectural point of view.

Unfortunately, transient executions leave observable microarchitectural side effects
that can be exploited by an attacker to recover secrets at the architectural level. This
behavior is exploited in Spectre attacks [154] which were made public in early 2018.
Since then, Spectre attacks have drawn considerable attention from both industry
and academy, with works that discovered new Spectre variants [65], new detection
methods [129, 253, 67], and new countermesures [26, 148, 176]. To date, there are
four known main variants of Spectre attacks [65]: PHT, BTB, RSB, STL, respectively
exploiting predictors for conditional branches, indirect branches, return addresses, and
store-to-load dependencies.

Most works on analyzers [261, 132, 252, 253, 71, 129] only focus on the Pattern His-
tory Table (PHT) variant (a.k.a Spectre-v1 [154]) which exploits conditional branches,
yet they struggle on medium-size binary code (cf. Table 6.6). Only one tool, Pitch-
fork [67], addresses the Store to Load (STL) variant (a.k.a Spectre-v4 [139]), which
exploits the memory dependence predictor. Unfortunately, Pitchfork does not scale
for analyzing Spectre-STL, even on small programs (cf. Table 6.5). Other variants,
RSB and BTB, are currently out-of-scope of static analyzers because modeling them
requires to allow an attacker to jump to arbitrary parts of the code 1.

Goal and challenges. In this chapter, we propose a novel technique to detect
Spectre-PHT and Spectre-STL vulnerabilities and we implement it in a new symbolic
analyzer for binary code. Two challenges arise in the design of such an analyzer:

C1 First, the details of the microarchitecture cannot be fully included in the analysis
because they are not public in general and not easy to obtain. Yet the challenge
is to find an abstraction powerful enough to capture side channels attacks due
to microarchitectural state;

C2 Second, exploration of all possible speculative executions does not scale because
it quickly leads to state explosion. The challenge is how to optimize this explo-
ration in order to make the analysis applicable to real code.

Proposal. We tackle challenge C1 by targeting a relational security property coined
in the literature as speculative constant-time [67], a property reminiscent of constant-
time [35], widely used in cryptographic implementations. Speculative constant-time
takes speculative executions into account without explicitly modeling intricate mi-
croarchitectural details. However, it is well known that constant-time programming
is not necessarily preserved by compilers [231, 87], so our analysis operates at binary
level—besides, it is compiler-agnostic and does not require source code. For this, we
extend the model of previous work for binary analysis of constant-time presented in
Chapter 4 in order to analyze speculative constant-time [67].

A well-known analysis technique that scales well on binary code is symbolic execu-
tion (SE) [151, 121]. However, in order to analyze speculative constant-time, it must
be adapted to consider the speculative behavior of the program. Symbolic analyzers
for Spectre-PHT [253, 129, 71] and Spectre-STL [67] model the speculative behavior
explicitly, by forking the execution to explore transient paths, which quickly leads
to state explosion—especially for Spectre-STL which has to fork for each possible

1. Section 7.2 discusses some perspective for future work around these variants, mainly targeting
the verification of their countermeasures.
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store and load interleaving. The adaptation of symbolic execution to information-flow
properties such as constant-time, known as relational symbolic execution (RelSE), has
proven very successful in terms of scalability and precision for binary level (cf. Chap-
ter 4). In order to address challenge C2, our key technical insight is to adapt RelSE to
execute transient executions at the same time as sequential executions (i.e. executions
related to correct speculations). We name this technique Haunted RelSE :

— For Spectre-PHT, it prunes redundant states by executing at the same time
transient and sequential paths resulting from a conditional statement;

— For Spectre-STL, instead of forking the symbolic execution for each possible load
and store interleaving, it prunes redundant cases and encodes the remaining ones
in a single symbolic path.

We implement Haunted RelSE in a binary-level symbolic analysis tool called Bin-
sec/Haunted, built on top of Binsec/Rel. For evaluation, we use the well-known
Kocher test cases for Spectre-PHT [154], as well as a new set of test cases that we
propose for Spectre-STL, and real-world cryptographic code from donna, Libsodium
and OpenSSL libraries.

Findings. Interestingly, our experiments revealed that index-masking [113], a well-
known defense used against Spectre-PHT in WebKit for example, may introduce new
Spectre-STL vulnerabilities. We propose and verify safe implementations to deal with
this problem. By means of our tool, we have also discovered that a popular option [112]
of gcc to generate position-independent code (PIC) may introduce Spectre-STL vul-
nerabilities. We also confirm, as already reported by Cauligi et al. [67], that the
stack protections added by compilers introduce Spectre violations in cryptographic
primitives.

Contributions. In summary, our contributions are:

— We design a dedicated technique on top of relational symbolic execution, named
Haunted RelSE, to efficiently analyze speculative executions in symbolic analysis
to detect PHT and STL Spectre violations (Sections 6.2 and 6.3). The main idea
behind Haunted RelSE is to symbolically reason on sequential and transient be-
haviours at the same time. Even though our encoding for memory speculations
is reminiscent of some encodings for state merging [135, 120, 160], we actually
follow a different philosophy, by preventing artificial splits between sequential
and transient executions rather than trying to pack together different (possi-
bly unrelated) paths. We formally prove that Haunted RelSE is semantically
equivalent to a relational analysis modeling all speculative executions explicitly
(Section 6.3);

— We propose a verification tool, called Binsec/Haunted, implementing
Haunted RelSE (Section 6.4) and evaluate it on well-known litmus tests (small
test cases) for Spectre-PHT. We further propose a new set of litmus tests for
Spectre-STL as a contribution and test Binsec/Haunted on it. Experimen-
tal evaluation (Section 6.5) shows that Binsec/Haunted can find violations
of speculative constant-time in real-world cryptographic code, such as donna,
Libsodium and OpenSSL libraries. For Spectre-PHT, Binsec/Haunted can
exhaustively analyze code up to 5k static instructions. It is faster than the (less
precise) state of the art tools KLEESpectre and Pitchfork. For Spectre-STL,
it can exhaustively analyze code up to 100 instructions and find vulnerabilities
in code up to 6k instructions; compared to the state-of-the art tool Pitchfork,
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Binsec/Haunted is significantly faster, finds more vulnerabilities, and report
more insecure programs;

— To the best of our knowledge, we are the first to report that the well-known
defense against Spectre-PHT, index-masking, may introduce Spectre-STL vul-
nerabilities. We propose correct implementations, verified with our tool, to
remedy this problem (Section 6.6.1). We are also the first to report that
PIC options [112] from the gcc compiler introduce Spectre-STL violations (Sec-
tion 6.6.2).

Discussion. While Spectre attacks opened a new battlefield of system security, rea-
soning about speculative executions is hard and tedious. There is a need for automated
analysis techniques, yet prior proposals suffer from scalability issues due to the path
explosion induced by extra speculative behaviors. Haunted RelSE allows to prune part
of this complexity, making a step towards scalable analysis of Spectre attacks. For
Spectre-PHT, Haunted RelSE can dramatically speed up the analysis in some cases,
pruning the complexity of analyzing speculative semantics, and scales on medium-
size real-world cryptographic binaries. For Spectre-STL, it is the first tool able to
exhaustively analyze small real world cryptographic binaries and find vulnerabilities
in medium-size real world cryptographic binaries.

Related background

The following background is recommended before reading this chapter:
— introduction of symbolic execution, given in Section 2.2,

— introduction of transient execution attacks definition of speculative-time,
given in Section 3.3,

— the basics of binary analysis, given in Section 2.3—in particular the low-
level language used in this section, defined in Section 2.3.4 and the binary-
level symbolic execution on which we build, defined in Section 2.3.5.

Moreover, in order for this chapter to be self contained, we recall in Section 6.2.1
the key concepts and notations of binary-level relational symbolic execution
(RelSE) presented in Section 4.4.1.

6.2 Haunted RelSE in a nutshell

Section overview

This section gives an overview of how to modify RelSE to consider the specu-
lative semantics of the program [67] to model Spectre-PHT (cf. Section 6.2.2)
and to model Spectre-STL (cf. Section 6.2.3). Before that it first recall the key
concepts and notations of RelSE (cf. Section 6.2.1).

The speculative semantics includes:

— Sequential executions: instructions that are executed as a result of a good spec-
ulation and are kept once the speculation is resolved;

— Transient executions: instructions that are executed as a result of a mispecula-
tion and that are discarded once the speculation is resolved.

Two solutions to the problem are presented:
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1. The approach that models transient executions explicitly—employed in state-
of-the art tools (cf. Table 6.6)—which we call Explicit ;

2. Our optimized exploration strategy, which we call Haunted.

6.2.1 Binary-level RelSE in a nutshell

Reminder (cf. Section 2.3.5)

Binary-level symbolic execution relies on the quantifier-free theory of fixed-size
bitvectors and arrays (QF_ABV [29]). We let Φ denote the set of symbolic
expressions in the QF_ABV logic and ϕ, φ, ψ, ι be symbolic expressions ranging
over Φ. In particular, Bvn ⊆ Φ and Bl ⊆ Φ respectively denote the set of
symbolic n-bit bitvectors and boolean expressions.

A model M assigns concrete values to symbolic variables. The satisfiability
of a formula π with a model M is denoted M � π. In the implementation,
an SMT solver is used to determine satisfiability of a formula and obtain a
satisfying model, denoted M �smt π. Whenever the model is not needed for our
purposes, we leave it implicit and simply write � π or �smt π for satisfiability.

Reminder (cf. Section 4.4.1)

A relational expression ϕ
∧
is either a simple symbolic expression 〈ϕ〉 or a pair 〈ϕl |

ϕr〉 of two symbolic expression in Φ. We denote ϕ
∧
|l (resp. ϕ

∧
|r), the projection

on the left (resp. right) value of ϕ
∧
. If ϕ

∧
= 〈ϕ〉, then ϕ

∧
|l and ϕ

∧
|r are both defined

as ϕ. Let Φ be the set of relational formulas and Bvn be the set of relational
symbolic bitvectors of size n.

Reminder (cf. Section 4.4.1.1)

For the security evaluation, we define a predicate secLeak : Φ×Φ→ Bool, which
ensures that a relational formula does not differ in its right and left components,
meaning that it can be leaked securely:

secLeak(ϕ
∧
, π)=


true if ϕ

∧
= 〈ϕ〉

true if ϕ
∧

= 〈ϕl |ϕr〉∧ 2smt π ∧ ϕl 6= ϕr

false otherwise

6.2.2 Spectre-PHT

This section presents how to adapt RelSE to model Spectre-PHT attacks. It
starts by introducing the classical Explicit solution in Section 6.2.2.1 and presents our
optimized exploration strategy, Haunted, in Section 6.2.2.2.

6.2.2.1 Explicit RelSE for Spectre-PHT

The Explicit approach to model Spectre-PHT in symbolic execution—introduced
in KLEESpectre [252]—explicitly models transient executions by forking into four
paths at each conditional branch. Consider for instance, the program in Figure 6.1a
and its symbolic execution tree in Figure 6.1b. After the conditional instruction if c1
the execution forks into four paths:
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— Two sequential paths: Like in standard symbolic execution, the first path follows
the then branch and adds the constraint (c1 = true) to the path predicate;
whereas the second path follows the else branch with the constraint (c1 = false);

— Two transient paths: To account for transient executions that are mispredicted
to true, the then branch is executed with the constraint (c1 = false); whereas to
account for transient executions that are mispredicted to false, the else branch
is executed with the constraint (c1 = true). These transient paths are discarded
after reaching a speculation bound (usually defined by the size of the reorder
buffer).

int main() {
if (c1) {

A()
if (c2) {

B()
} else {

C()
} else {

D()
}}}

(a) Illustrative program. (b) Explicit RelSE.

Figure 6.1 – Example of RelSE for speculative semantics with the
Explicit exploration strategy where solid paths represent sequential
executions, dotted paths represent transient executions, and δ is the

speculation depth.

Finally, to verify speculative constant-time, we have to check that memory accesses
and conditional statements do not leak secret information on both sequential paths
and transient paths:

— On sequential paths, we check that the control-flow of the program and the
indexes of load and store instructions do not depend on the secret input;

— However, on transient paths, we only check the control-flow and the index of load
instructions. Reason is that, in speculative execution, memory stores are queued
in the store buffer and are invisible to the cache until they are retired [252].

Problem with Explicit In Figure 6.1b, we can see that both subtrees resulting
from executing the then branch in sequential and transient execution (i.e. subtrees
starting from state A) correspond to the same instructions under different path pred-
icates. Precisely, if we call ψ

∧

cf , ψ
∧

ld, and ψ
∧

st the relational expressions corresponding
respectively to control-flow statements, load indexes and store indexes in subtree A,
then we have to check the following equation for the sequential execution:

secleak(π ∧ c1, ψ
∧

cf ) ∧ secleak(π ∧ c1, ψ
∧

ld) ∧ secleak(π ∧ c1, ψ
∧

st)

and a very similar equation for the transient execution:

secleak(π ∧ ¬c1, ψ
∧

cf ) ∧ secleak(π ∧ ¬c1, ψ
∧

ld)
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In the end, this is equivalent to checking the formula:

secleak(π, ψ
∧

cf ) ∧ secleak(π, ψ
∧

ld) ∧ secleak(π ∧ c1, ψ
∧

st)

This formula essentially amounts to symbolically executing the then branch up to
δ, checking load indexes ψ

∧

ld and control-flow expressions ψ
∧

cf without adding the
constraint c1, and only add c1 to check store indexes ψ

∧

st.
This observation led us to design an optimization of Explicit RelSE: we can explore

a single speculative path that encompasses both the sequential and the transient paths
after a conditional statement, in order to prune states while keeping an equivalent
result.

6.2.2.2 Haunted RelSE for Spectre-PHT

Instead of forking the execution into four paths, Haunted RelSE forks the execution
into two paths, as illustrated in Figure 6.2. After the conditional branch if c1, the
execution forks into two paths:

— a path following the then branch (subtree A),

— a path following the else branch (subtree D).

Both paths model the behavior of the sequential and the corresponding transient paths
at the same time, under the path predicate π. Moreover, it delays satisfiability checks
of the path predicate—and possibly spares them if the path is terminated before
conditions are retired. Finally, the constraint is added to the path predicate when the
conditional branch is retired (after δ steps).

Figure 6.2 – Haunted RelSE of program in Figure 6.1a where δ is the
speculation depth. The constraint c1 ∨ ¬c1 is added only for clarity.

At each conditional statement (resp. load instruction), we check that the condition
(resp. load index) does not depend on the secret in both the sequential and transient
executions, using the path predicate π:

secleak(π, ψ
∧

cf ) ∧ secleak(π, ψ
∧

ld)

On the other hand, store instructions are checked under the sequential execution only,
using the path predicate π ∧ c1:

secleak(π ∧ c1, ψ
∧

st)

Finally, the condition (c1 = true) is added to the path predicate after δ steps.
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Performance. In the best case—when both π ∧ c1 and π ∧ ¬c1 are satisfiable—
Haunted RelSE completely prunes the complexity of analyzing transient executions,
making it equivalent to standard RelSE; whereas Explicit RelSE has a quadratic ex-
plosion of the search space. However, in the worst case—when only one path is
satisfiable—Haunted RelSE and Explicit RelSE are equivalent.

Our experimental evaluation in Section 6.5.2, confirms this theoretical perfor-
mance. In most cases, Haunted RelSE improves performance over Explicit RelSE. In
the worse case, it is equivalent to Explicit RelSE ; whereas in the best case, it gives a
speedup of 3 orders of magnitude.

6.2.3 Spectre-STL

This section presents how to adapt RelSE to model Spectre-STL attacks. It starts
by introducing the classical Explicit solution in Section 6.2.3.1 and presents our opti-
mized exploration strategy, Haunted, in Section 6.2.3.2.

6.2.3.1 Explicit RelSE for Spectre-STL

At the microarchitectural level, a load instruction can take its value from any
matching entry in the store buffer; or from the main memory. In other words, the
load can bypass each pending store in the store buffer until it reaches the main memory.
To account for this behavior, the Explicit strategy—employed in Pitchfork [67]—is
to fork the symbolic execution for each possible load and store interleaving 2.

Symbolic memory. Consider as an illustration the program in Figure 6.3a. Sym-
bolic execution of the store instructions (block S) produces the symbolic memory µ3

defined in Figure 6.3b, which is the sequence of symbolic store operations starting
from initial_memory. With this chronological representation, we can easily define
the content of a store buffer of size |SB | by taking the |SB | last store operations of
the symbolic memory. Similarly, the main memory can be defined by removing the
last |SB | store operations from the symbolic memory. If we consider a store buffer
of size 2, the last two store expressions constitute the store buffer whereas the main
memory is defined by µ1.

Evaluation of loads. The first load instruction (block A) can bypass each store
operation in the store buffer until it reaches the main memory. Therefore there are
three possible values for x, as detailed in Figure 6.3c:

— The sequential value s corresponds to a symbolic select operation from the most
recent symbolic memory µ3. Because all prior store operations are encoded in-
order into µ3, this corresponds to the in-order execution;

— The first transient value t2 is obtained by bypassing the first entry in the store
buffer. This corresponds to a symbolic select operation from µ2;

— The final transient value t1 is obtained by bypassing the first and the second
entries in the store buffer and taking its value from the main memory. This
corresponds to a symbolic select operation from µ1.

Similarly, variable y also has three possible values.
To model these multiple choices in symbolic execution, the Explicit exploration

strategy forks for each possible value that a load can take, as illustrated in Figure 6.3d.

2. In a window of 20 instructions in Pitchfork.
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store a1 v1;
store a2 v2;
store a3 v3;
x = load a;
y = load b;
[...]

}
S

} A
} B
} C

(a) Illustrative program.

µ0 = initial_memory
µ1 = store µ0 a1 v1

}
Mem

µ2 = store µ1 a2 v2

µ3 = store µ2 a3 v3

}
SB

(b) Symbolic memory where SB is the store buffer
(of size 2) and Mem is the main memory.

x =


s , select µ3 a

t2 , select µ2 a

t1 , select µ1 a

 y =


s′ , select µ3 a

′

t′2 , select µ2 a
′

t′1 , select µ1 a
′


In-order execution
Bypass 1st SB entry

Bypass 1st & 2nd SB entries

(c) Symbolic evaluation of loads.

(d) Explicit RelSE. (e) Haunted RelSE when a 6= a2.

Figure 6.3 – Symbolic evaluation, under a speculative semantics, of
the program in Figure 6.3a. The symbolic memory is given in Fig-
ure 6.3b and the symbolic evaluation of load instructions is detailed
in Figure 6.3c. Figure 6.3d illustrates the symbolic execution tree ob-
tained from the Explicit exploration strategy, where solid paths denote
sequential executions and dotted paths denote transient executions;

and Figure 6.3e, the tree obtained from Haunted RelSE.

Unfortunately, this quickly leads to path explosion and we show experimentally (Sec-
tion 6.5.3) that this solution is intractable even on small codes (100 instructions).

6.2.3.2 Haunted RelSE for Spectre-STL

Pruning redundant paths. The first observation that we make is that most paths
are redundant as a load can naturally commute with non-aliasing prior stores. Take,
for instance, the evaluation of loads in Figure 6.3c. If we can determine that the index
of the load, a, is distinct from the index of the second store, a2, then by the theory of
arrays, we have select µ2 a = select µ1 a. Therefore t2 = t1, meaning that the path
x 7→ t2 in Figure 6.3d and all of its subpaths are redundant. We rely on a well-known
optimization for symbolic arrays called read-over-write [107] to detect and prune these
redundant cases.
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Encoding remaining cases. Merely pruning redundant cases is not sufficient to
deal with path explosion (as we show in Section 6.5.3), thus we propose a dedicated
encoding to keep the remaining cases in a single path. We use symbolic if-then-else
to encode in a single expression all the possible values that a load can take instead of
forking the execution for each possible case, as illustrated in Figure 6.3e.

Take, for instance, the evaluation of load expressions given in Figure 6.3c where
y can take the values s′, t′1, or t′2. We introduce two fresh symbolic boolean variables
b′1 and b′2 and build the expression (ite b′1 t

′
1 (ite b′2 t

′
2 r
′)). The solver can let y take

the following values:

— transient value t′1 by setting b′1 to true,

— transient value t′2 by setting b′1 to false and b′2 to true,

— sequential value s′ by setting both b′1 and b′2 to false.

Finally, transient values t′1 (resp. t′2) can be easily discarded (e.g. after reaching the
speculation depth) by setting b′1 (resp. b′2) to false.

6.3 Formalization of Haunted RelSE

Section overview

This section introduces the technical details of Haunted RelSE :
— First, it introduces dated expressions and details the symbolic evaluation

of expressions (cf Section 6.3.1);

— Next, it presents the technical details of Haunted RelSE for Spectre-PHT
(cf. Section 6.3.2), and for Spectre-STL (cf. Section 6.3.3);

— Then, it presents the rules for the symbolic evaluation of expressions
in Section 6.3.4, wrapping-up the details presented in Sections 6.3.2
and 6.3.3;

— Finally, it shows that Haunted RelSE is semantically equivalent to Explicit
RelSE (cf. Section 6.3.5).

Notice that, most instructions naturally commute or cannot be reordered because
of their data dependencies. Consequently, we only need to consider reordering of
conditional branches for Spectre-PHT and reordering of load and store instructions
for Spectre-STL.

6.3.1 Symbolic evaluation of expressions

Dated expression. Instead of modeling the reorder buffer explicitly, we use the
current depth of the symbolic execution, denoted δ̃, to track expressions to retire.
Conditions and load operations that are speculatively executed, are associated with
a retirement depth, denoted (ϕ

∧
, δ), meaning that expression ϕ

∧
must be retired when

δ ≤ δ̃.
Additionally, expressions computed during symbolic execution are annotated with

memory-dependency depth, denoted eδ, to determine whether they depend on the
memory. Consequently, the register map ρ, maps a variable v to a dated expression ϕ

∧δ;
intuitively, δ is the retirement depth of the last memory access on which v depends. In
other words, we can consider that an expression ϕ

∧δ does not depend on the memory
(i.e. can be computed quickly, from registers) when the symbolic configuration has
reached depth δ. The memory-dependency depth is used to determine the speculation
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depth of conditional instruction in Section 6.3.2.1. When δ is not needed in the
context, it is omitted.

A summary on how to interpret dated expressions is given in Table 6.1.

δ̃ Current depth of the symbolic execution.
∆ Maximum size of the reorder buffer (given by the microarchitecture); It

determines the maximum speculation depth.
(ϕ
∧
, δ) Expression ϕ

∧
with a retirement depth δ; ϕ

∧
will be retired when δ ≤ δ̃.

ϕ
∧δ Expression ϕ

∧
with a memory-dependency depth δ; ϕ

∧
depends on memory

until δ ≤ δ̃.

Table 6.1 – Interpretation of dated expressions.

Symbolic configuration. Let ℘(S) denote the powerset of S. A symbolic configu-
ration is of the form

(
l, δ̃, ρ, µ

∧
, π, π̃, λ̃

)
where:

— l ∈ Loc is the current program point, which is used to get the current instruction
in the program P, denoted P[l];

— δ̃ ∈ N is the current depth of the symbolic execution;

— ρ : V → Φ × N is a symbolic register map, mapping variables from V to their
symbolic representation as a relational formula in Φ, along with their memory-
dependency depth;

— µ
∧

: (Array Bv32 Bv8)×(Array Bv32 Bv8)×N is the symbolic memory—a pair of
arrays of values in Bv8 indexed by addresses in Bv32, along with the retirement
depth of their store operations;

— π ∈ Φ is the retired path predicate—a conjunction of constraints recording retired
branch conditions (details in Section 6.3.2);

— π̃ : ℘(Bl × N) is the speculative path predicate—a set of speculatively executed
branch conditions and their retirement depth (details in Section 6.3.2);

— λ̃ : ℘(Bl×N) is the transient load set—a set of boolean variables corresponding
to transient load values with their retirement depth (details in Section 6.3.3).

The notation s.f is used to denote the field f in configuration s. We also define a
function eval_expr(s, e) which evaluates a DBA expression e to a symbolic value in a
symbolic configuration s.

Evaluation of expressions. Symbolic evaluation of a DBA expression e in a con-
figuration s evaluates to a relational expression ϕ

∧
, with a memory-dependency depth

δ, and the updated set of transient loads λ̃. It is denoted s e ` ϕ
∧δ, λ̃ and detailed in

Figure 6.4. Detailed explanations of the rules follow:

— cst is the evaluation of a constant bv and returns the corresponding symbolic
bitvector bv as a simple expression, with a depth set to −∞ (i.e. the expression
does not depend on the memory);

— var is the evaluation of a variable v and returns the mapping of v from the
register map ρ;

— unop is the evaluation of a unary operator e. First, it evaluates the expression
e to a dated expression φ

∧δ
. Then it computes the value ϕ

∧
by applying the

symbolic operator to φ
∧
. Finally, it returns the new value ϕ

∧
with depth δ;
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— binop is the evaluation of binary operators—similar to the rule unop. The
memory-dependency depth of the result is the maximum of the memory-
dependency depth of its operands, meaning that the expression cease to depend
on the memory when all the expressions on which it depends cease to depend
on the memory;

— load is the evaluation of load expressions (also detailed as an algorithm in
Algorithm 7). The first constraint is to verify that the leakage of the index
is secure (i.e. secLeak(ι

∧
, π)). Then the rule calls a lookup function lookupite,

which returns the set of symbolic values that the load can take, encoded as a
single if-then-else expression ϕ

∧
, and updates the set of transient load λ̃ (details

in Section 6.3.3.2). The rule returns the symbolic expression ϕ
∧
, marked with

the retirement depth of the instruction (δ̃ + ∆). This depth is the memory
dependency depth of the expression and will later be used when determining the
speculation depth of conditional instructions (details in Section 6.3.2.1).

Expr

cst (
_, λ̃

)
bv ` 〈bv〉−∞, λ̃

var (
_, ρ,_

)
v ` ρ v, λ̃

unop

(
_
)
e ` φ

∧δ
, λ̃e ϕ

∧

, φ
∧(

_
)

e ` ϕ
∧δ, λ̃e

binop

(
_, λ̃

)
e1 ` φ

∧δ1
, λ̃1(

_, λ̃1

)
e2 ` ψ

∧δ2
, λ̃2 ϕ

∧

, φ
∧

ψ
∧

δ , max(δ1, δ2)(
_, λ̃

)
e1 e2 ` ϕ

∧δ, λ̃2

load

(
_, δ̃,_, µ

∧

, π,_
)
e ` ι

∧

, λ̃′

ϕ
∧

, λ̃′′ , lookupite(λ̃
′, µ
∧

, ι
∧

, δ̃) secLeak(ι
∧

, π)(
_, δ̃,_, µ

∧

, π,_
)
load e ` ϕ

∧δ̃+∆ , λ̃′′

Figure 6.4 – Relational symbolic evaluation of DBA expressions us-
ing Haunted RelSE, where (resp. ) are the symbolic counterpart
of concrete operators (resp. ). For readability, terms that are not
important in the context are replaced with _ and important details

are highlighted with boxes .

6.3.2 Haunted RelSE for Spectre-PHT

Section overview

This section, formalizes Haunted RelSE for Spectre-PHT. First, it presents a
dynamic approach to determine the speculation depth, in which a condition
is retired as soon as memory accesses on which it depends are resolved (cf.
Section 6.3.2.1). Then, it introduces the evaluation of conditional instructions
(cf. Section 6.3.2.2). Finally, it details how to invalidate transient paths when
their speculation depth has been reached (cf. Section 6.3.2.3).



6.3. Formalization of Haunted RelSE 121

6.3.2.1 Dynamic speculation depth

The retirement depth of conditional branches is computed dynamically, considering
that a condition can be fully resolved (and mispredicted paths can be squashed) when
all the memory accesses on which it depends are retired. In particular it means that if
the condition does not depend on the memory then the branch is not mispredicted [261,
132]. This requires to keep, for each expression, the retirement depth of its last
memory dependency (i.e. its memory dependency depth).

In particular, at a conditional branch ite c ? ltrue : lfalse, c evaluates to a dated ex-
pression ϕ

∧δ, where δ is its memory-dependency depth (cf. load rule in Section 6.3.1).
This depth δ is added to the speculative path predicate π̃ as the retirement depth of
the condition.

6.3.2.2 Evaluation of conditional instructions

Contrary to standard symbolic execution, conditions are not added to the path
predicate right away. Instead, they are kept in a speculative path predicate, denoted
π̃, along with their retirement depth. When the retirement depth of a condition is
reached, it is removed from the speculative path predicate and added to the retired
path predicate, denoted π.

Evaluation of conditional branches is detailed in Algorithm 2. First, the function
evaluates the symbolic value of the condition and checks that it can be leaked securely.
Then it computes the two next states st, following the then branch, and sf , following
the else branch by updating the location and the speculative path predicate π̃.

Func eval_ite(s) where P[s.l] = ite c ? ltrue : lfalse is
require P[s.l] = ite c ? ltrue : lfalse;
s c ` ϕ

∧δ; B Evaluates condition c to ϕ
∧δ

assert secLeak(ϕ
∧
, s.π); B Ensure that leakage of c is secure

B Compute state following the then branch
st ← s;
st.l← lt;
st.π̃ ← s.π̃ ∪ {(ϕ

∧
, δ)};

B Compute state following the else branch
sf ← s;
sf .l← lf ;
sf .π̃ ← s.π̃ ∪ {(¬ϕ

∧
, δ)};

return (st, sf )

Algorithm 2: Evaluation of conditional branches. The depth δ added to the
speculative path predicate π̃ is the retirement depth of the condition. Once the
symbolic execution reaches this retirement depth (i.e. s.δ̃ ≤ δ), the condition is
added to the retired path predicate π and we are no longer in speculative execution
(see Section 6.3.2.3).

6.3.2.3 Invalidate transient paths

Conditional branches are retired in the function retirepht(π, π̃, δ̃) defined in Algo-
rithm 3. The function removes from the speculative path predicate π̃ all the conditions
with retirement depth δ below the current depth δ̃, and adds them to the retired path
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predicate π. It returns the updated path predicates π and π̃. The symbolic execution
stops, if π becomes unsatisfiable.

Func retirepht(π, π̃, δ̃) is
π′ ← π;
π̃′ ← ∅;
for (ϕ

∧
, δ) in π̃ do

if δ ≤ δ̃ then
π′ ← π′ ∧ ϕ

∧
; B Retire the condition

else
π̃′ ← π̃′ ∪ {(ϕ

∧
, δ)}

return (π′, π̃′)

Algorithm 3: Retire expired conditions.

6.3.3 Haunted RelSE for Spectre-STL

Section overview

This section, formalizes Haunted RelSE for Spectre-STL. First, it defines the
symbolic memory and the evaluation of store instructions (cf. Section 6.3.3.1).
Then it introduces the evaluation of load instructions, accounting for transient
load values (cf. Section 6.3.3.2). Finally it details how to invalidate transient
load values when their speculation depth has been reached (cf. Section 6.3.3.3).

6.3.3.1 Symbolic memory

In a symbolic configuration, the memory µ
∧

is the history of symbolic store op-
erations starting from the initial memory (as in Section 4.4). In addition, to model
the speculative semantics, each symbolic store is annotated with a retirement depth,
which indicates when the store is still in the store buffer (see Definition 15) or when
it is retired, i.e. committed to the main memory (see Definition 16). The retirement
depth of the initial symbolic memory is set to −∞ (i.e. we consider that memory
initialization cannot be bypassed).

Evaluation of store instructions. The evaluation of store instructions is detailed
in Algorithm 4. First, the function evaluates the symbolic values of the index and
ensures that it can be leaked securely under the sequential path predicate πseq. The
sequential path predicate is the conjunction of the retired path predicate π with all
the pending conditions in π̃, plus the invalidation of the transient loads in λ̃ (detailed
in Section 6.3.3.3). Then, it updates the symbolic memory with a symbolic store
operation and sets the retirement depth of this store to δ̃ + ∆ (i.e. the current depth
plus the maximum speculation depth).

Store buffer. The store buffer, is the restriction of the symbolic memory to the last
|SB | store operations which have not been retired—where |SB | is the size of the store
buffer, defined by the microarchitecture:

Definition 15 (Store buffer (SB(µ
∧
, δ̃))). The content of a store buffer of size |SB |,

for a symbolic memory µ
∧
and a current depth δ̃ is defined as:

SB(µ
∧
, δ̃) , {(s, δ) | (s, δ) ∈ last(|SB |, µ

∧
) ∧ δ > δ̃}
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Func eval_store(s) where P[s.l] = store i v is
s i ` ι

∧
; B Evaluates index i to ι

∧

s v ` ν
∧
; B Evaluates value v to ν

∧

πseq , retireall(s.π, s.π̃, s.λ̃, s.δ̃);
assert secLeak(ι

∧
, πseq); B Ensure that leakage of ι

∧
is secure

s′ ← s;
s′.l← s.l + 1; B Go to next location
B Update memory and set retirement depth in ∆ steps
s′.µ
∧
← (store(s.µ

∧
, ι
∧
, ν
∧

), δ̃ + ∆);
return s′

Algorithm 4: Evaluation of store instructions where retireall returns the se-
quential path predicate (details in Section 6.3.3.3).

where last(n, µ
∧

) is the projection on the last n element of the symbolic memory µ
∧
.

Main memory. Conversely, the main memory is defined as the restriction of the
symbolic memory to the retired store operations:

Definition 16 (Main memory (Mem(µ
∧
, δ̃))). The content of the main memory, for a

symbolic memory µ
∧
and a current depth δ̃ is defined as:

Mem(µ
∧
, δ̃) , µ

∧
\ SB(µ

∧
, δ̃)

6.3.3.2 Evaluation of load expressions

Load expressions can either take their value from a pending store in the store buffer
with a matching address via store-to-load forwarding ; or can speculatively bypass
pending stores in the store buffer and take their value from the main memory [144].
Instead of considering all possible interleavings between a load expression and prior
stores in the store-buffer, we use read-over-write [107] to identify and discard most
cases in which the load and a prior store naturally commute. Read-over-write is a
well known simplification for the theory of arrays which resolves select operations on
symbolic arrays ahead of the solver.

Reminder (cf. Section 4.4.2.1)

Read-over-write. To resolve select operations ahead of the solver, read-over-
write defines a lookupmem function:

lookupmem(µ
∧

0, i) , select(µ
∧

0, i)

lookupmem(µ
∧
n, i) ,


ϕ
∧

if eq#(i, j)

lookupmem(µ
∧
n−1, i) if ¬eq#(i, j)

select(µ
∧
n, i) if eq#(i, j) = ⊥

where µ
∧
n , store(µ

∧
n−1, j, ϕ

∧
)

where eq#(i, j) is a comparison function, relying on syntactic term equality to
efficiently compare indexes. It returns true (resp. false) only if i and j are syn-
tactically equal (resp. different). If the terms are not comparable, it is undefined,
denoted ⊥.
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Lookup in store-buffer. In order to model store-to-load forwarding efficiently, we
define an new function lookupSB , in Algorithm 5, which returns a set of values from
matching stores in the store buffer. Additionally, lookupSB returns the depth at which
each load must be invalidated, that is, the retirement depth of a most recent store to
the same address. Notice that a redundant value is discarded whenever lookup is able
to determine that the load and the store do not alias (case eq#(i, j) = false).

Func lookupSB (SB ,Mem, i) is
S ← ∅; B Set of load values
δ ←∞; B Retirement depth of preceding matching store
for ((store(µ

∧
, j, ϕ
∧

), δ′) in SB) do
if eq#(i, j) = true then B Must alias

S ← S ∪ {(ϕ
∧
, δ)};

δ ← δ′;
else if eq#(i, j) = ⊥ then B May alias

S ← S ∪ {(select(µ
∧
, i), δ)};

δ ← δ′;
else if eq#(i, j) = false then B Must not alias

continue
S ← S ∪ {(lookupmem(Mem), δ)}; B Load from main memory
return S

Algorithm 5: Definition of lookupSB

Encode remaining cases in single expression. Finally, we define a function
lookupite(µ

∧
, i, λ̃, δ̃), in Algorithm 6, which encodes the result of lookupSB as a symbolic

if-then-else expression. The function declares fresh boolean variables, and encodes
all the possible values that the load can take in a single if-then-else expression. By
choosing the value of the booleans variables, the solver can choose the value of the load.
The function also updates the transient load set λ̃, in order to invalidate transient loads
when their value is overwritten by a more recent store at the same address.

Func lookupite(λ̃, µ
∧
, i, δ̃) is

S ← lookupSB (SB(µ
∧
, δ̃),Mem(µ

∧
, δ̃), i); B Set of possible load values

ν
∧
← get∞(S); B Get sequential value from S

S ← S \ {(ν
∧
,∞)};

for (ϕ
∧
, δ) in S do

β ← fresh_boolean_var;
ν
∧
← ite β then ϕ

∧
else ν

∧
;

λ̃← λ̃ ∪ {(β, δ)}; B Save retire depth in λ̃
return ν

∧
, λ̃

Algorithm 6: Definition of lookupite where get∞(S) returns the value in S which
depth matches ∞.

Evaluation of load expressions. The evaluation of load expressions is detailed
in Algorithm 7 3. First, the function evaluates the symbolic value of the index and

3. Algorithm 7 is the translation of the rule load defined in Figure 6.4 which we express here as
an algorithm for simplicity



6.3. Formalization of Haunted RelSE 125

check that it can be leaked securely. Then it calls lookupite, which returns the set of
symbolic values that the load can take, encoded as a single if-then-else expression ι

∧

and updates the set of transient load λ̃. Finally, it computes the retirement depth of
the load (i.e. current depth + maximum speculation depth). The retirement depth
is later used in the evaluation of conditional branches to determine speculation depth
of conditional instructions (cf. Section 6.3.2.1).

Func eval_load(s) where P[s.l] 3 load i is
s i ` ι

∧
; B Evaluates index i to ι

∧

assert secLeak(ι
∧
, s.π); B Ensure that leakage of ι

∧
is secure

ν
∧
, λ̃′ ← lookupite(s.λ̃, s.µ

∧
, ι
∧
, s.δ̃);

δ′ = δ̃ + ∆; B Compute retirement depth
return (ν

∧δ;, λ̃′)

Algorithm 7: Evaluation of load expressions.

6.3.3.3 Invalidate transient loads

Transient load values can be invalidated when more recent matching stores are
retired by setting the corresponding boolean variables to false. We define a function
retirestl(π, λ̃, δ̃), in Algorithm 8, that removes from the set of transient loads λ̃ all
the loads with an invalidation depth below δ̃, and set the corresponding booleans to
false in the path predicate π.

Func retirestl(π, λ̃, δ̃) is
π′ ← π;
λ̃′ ← ∅;
for (β, δ) in λ̃ do

if δ ≤ δ̃ then
π′ ← π′ ∧ (β = false); B Retire load

else
λ̃′ ← λ̃′ ∪ {(β, δ)}

return (π′, λ̃′)

Algorithm 8: Retire expired load values.

6.3.4 Symbolic evaluation of instructions

Stop all speculations. For convenience, we introduce a function retireall that
retires both transient paths and load values by applying both retirepht and retirestl.
This function is used, for instance, at serializing instructions—like lfence, mfence,
or cpuid—with a current depth set to ∞ to stop all speculations. A formal definition
is given in Algorithm 9.

Evaluation of instructions. Symbolic evaluation of DBA instructions, denoted
s s′ where s and s′ are symbolic configurations, is given in Figure 6.5. For simplicity,
we omit the evaluation of indirect jumps because it relies on different speculation
mechanisms than those considered in this work. The rules are given without all
the optimizations for binary-level RelSE introduced in Section 4.4.2; notice however
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Func retireall(π, π̃, λ̃, δ̃) is
(π′, π̃′)← retirepht(π, π̃, δ̃);
(π′′, λ̃′)← retirestl(π′, λ̃, δ̃);
return (π′′, π̃′, λ̃′)

Algorithm 9: Retire all expired transient values.

that these optimizations also apply to Haunted RelSE 4. Detailed explanations of the
symbolic evaluation rules follow:

— step-retire is the rule that invalidates transient values before actually evalu-
ating the current instruction. It retires pending conditions in π̃ and transient
loads in λ̃ matching the current depth δ̃. It also updates the path predicate
π, and checks its satisfiability, ending the path if it becomes unsatisfiable. Fi-
nally, it evaluates the current instruction (with relation  i) and returns the
next symbolic configuration;

— s-jump is the evaluation of a static jump. It moves control to the jump target
and increments the current depth of the symbolic execution (like other instruc-
tions).

— fence is the evaluation of a serializing instruction (e.g. lfence, mfence, cpuid).
It invalidates all transient values and transient paths by calling the function
retireall with depth set to ∞. Finally, it checks if the path predicate is
satisfiable—which terminates unsatisfiable paths;

— ite-true is the evaluation of a conditional jump when the expression is specu-
latively evaluated to true (the false case is analogous) 5. First, the rule checks
that the leakage of the condition is secure (secLeak(ϕ

∧
, π)). Then it adds the

condition ϕ
∧

and its retirement depth δ to the speculative path predicate π̃ (cf.
box). Finally, the rule jumps to the location indicated by the label. Notice that
the condition is not added the path predicate right away. It will be added to
the path predicate by the rule step-retire when δ̃ reaches δ. In particular, if
ϕ
∧

does not depend on the memory (and thus can be resolved quickly), we have
δ ≤ δ̃ and the condition is retired just before evaluating the next instruction
(hence there is no speculation);

— assign is the evaluation of an assignment. The rule evaluates the expression e
to ϕ
∧
, generates a temporary variable ν

∧
(in order to avoid term size explosion),

and sets ν
∧
to ϕ
∧

in the path predicate. Finally, it updates the variable v in the
register map ρ with its new value ν

∧
and its memory-dependency depth δ;

— store is the evaluation of a store instruction 6. The rule evaluates the
index eidx to ι

∧
and checks under the sequential path predicate—obtained

by calling retireall with depth set to ∞—that leaking the index is secure
(secLeak(ι

∧
, πseq)). This accounts for the fact that store indexes can leak in

sequential execution but not in transient execution [252]. Next, it updates the
path predicate π and the relational memory µ

∧
with a relational store instruction.

Additionally, it set the retirement depth of the store operation to δ̃ + ∆ (i.e.
current depth plus size of the reorder buffer). This depth is later used in the

4. On-the-fly read over write is already included in function lookupite
5. Rule ite-true is the translation of Algorithm 2, which we formalize here as a rule for the sake

of exhaustiveness.
6. Rule store is the translation of Algorithm 4, which we formalize here as a rule for the sake of

exhaustiveness.
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Instr

step-retire

π′, π̃′, λ̃′ = retireall(π, π̃, λ̃, δ̃)

�smt π
′ (

l, δ̃, ρ, µ
∧

, π′, π̃′, λ̃′
)
 i

(
l′, δ̃′, ρ′, µ

∧′, π′′, π̃′′, λ̃′′
)(

l, δ̃, ρ, µ
∧

, π, π̃, λ̃
)
 
(
l, δ̃, ρ, µ

∧

, π′′, π̃′′, λ̃′′
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Figure 6.5 – Relational symbolic evaluation of DBA instructions
and expressions using Haunted RelSE, where fresh(ϕ

∧
) returns a pair

of fresh symbolic variables if ϕ
∧

is a pair, or a simple fresh symbolic
variable if ϕ

∧
is simple and store is the lifting of a symbolic store

operation to relational expressions. For readability, terms that are
not important in the context are replaced with _ and and important

details are highlighted with boxes .

function lookupSB to determine which store operations are retired and which
store operations might still be in the store buffer.
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6.3.5 Theorems

In this section we prove that Haunted RelSE is correct and complete (up-to-an-
unrolling-bound) for SCT. This means that when Haunted RelSE reports a violation,
it is a real violation of SCT (no over-approximation); and when it reports no violations
up to depth k then the program is secure up to depth k (no under-approximation). To
this end, we prove that Haunted RelSE is equivalent to Explicit RelSE (Theorem 6)
and show that Explicit RelSE is correct and complete up-to-an-unrolling-bound for
SCT (Theorem 5).

Theorem 5 (Correct and complete Explicit RelSE). Explicit RelSE is correct and
complete up-to-an-unrolling-bound for speculative constant-time.

Proof (Sketch). The proof is a simple extension of the proofs of correct bug-finding
and bounded-verification of RelSE for constant-time (Theorem 2 and Theorem 4), to
the speculative semantics. The extension requires to show that:

1. Violations reported on transient paths in the symbolic execution correspond to
violations in concrete transient execution (correct bug-finding);

2. If there is a violation in concrete transient execution, then there is a path in
symbolic execution that reports this violation (correct bounded-verification).

�

Next, we show that Haunted RelSE is equivalent to Explicit RelSE.

Theorem 6 (Equivalence Explicit and Haunted RelSE). Haunted RelSE detects a
violation in a program if and only if Explicit RelSE detects a violation.

A sketch a proof is given in Appendix A.2. We first show that the theorem holds for
Spectre-PHT: after a conditional branch, the two paths explored in Haunted RelSE
exactly capture the behavior of the four paths explored in Explicit RelSE. Then, we
show that it holds for Spectre-STL: after a load instruction, the single path resulting
from Haunted RelSE exactly captures the behavior of the multiple paths explored in
Explicit RelSE.

Corollary 1. Haunted RelSE is correct and complete up-to-an-unrolling-bound for
speculative constant-time.

6.4 Implementation

We implement Haunted RelSE on top of the binary-level analyzer Binsec/Rel
(Section 4.5) in a tool named Binsec/Haunted 7. Binsec/Haunted takes as in-
put an x86 executable, the location of secret inputs, an initial memory configuration
(possibly fully symbolic), the maximum speculation depth ∆, and the size of the
store buffer |SB |. Binsec/Haunted explores the program in a depth-first search
manner, prioritizing transient paths over sequential paths, and uses the SMT solver
Boolector [191], currently the best for the theory of bitvectors [233, 107].

Binsec/Haunted reports SCT violations, together with a counterexamples (i.e.,
initial configurations and speculation choices leading to the violation). Notably, Bin-
sec/Haunted uses the name of the boolean variables encoding load values as ite-
expressions, to encode information about the location of the load and the forwarding
store (more details in Appendix B.3). Therefore, using the counterexample returned

7. Open sourced at: https://github.com/binsec/haunted

https://github.com/binsec/haunted
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by the solver it is possible to understand which stores have been bypassed to trigger
the violation.

Finally, the validation of Binsec/Haunted for detecting Spectre vulnerabilities
is challenging because there is no ground truth (especially for Specter-STL) and it
is difficult to manually reason about SCT violations. For Spectre-PHT, we validate
Binsec/Haunted against an existing set of insecure litmus test [154], and a version
that we patch using index-masking [113]. For Spectre-STL, we manually crafted and
documented a new set of 14 litmus tests 8 (an excerpt is given in Appendix C.2.3).
Our results are cross-checked against two other tools and manually checked in case
of deviation. More details on the validation of Binsec/Haunted are given in Ap-
pendix B.4.

6.5 Experimental evaluation

Section overview

This section presents the experimental evaluation of our technique Haunted
RelSE and tool Binsec/Haunted. It first details the research questions we
address and our methodology (cf. Section 6.5.1). Next, it evaluates performance
of Haunted RelSE against the standard approach, Explicit RelSE (also imple-
mented as a part of Binsec/Haunted) for Spectre-PHT (cf. Section 6.5.2),
and for Spectre-STL (cf. Section 6.5.2). Finally, it compares Binsec/Haunted
against two state-of-the-art tools (cf. Section 6.5.4).

6.5.1 Research questions and methodology

Research questions. To assess the performance of our technique, Haunted RelSE,
and tool, Binsec/Haunted, we outline the following research questions:

RQ1 Effectiveness. Is Binsec/Haunted able to find Spectre-PHT and Spectre-
STL violations in real-world cryptographic binaries?

RQ2 Haunted vs. Explicit. How does Haunted RelSE compares against Explicit
RelSE?

RQ3 Binsec/Haunted vs. SoA tools. How does Binsec/Haunted compare
against state-of-the-art tools?

To answer RQ1 and RQ2, we compare the performance of Explicit and Haunted ex-
plorations strategies for RelSE—both implemented in Binsec/Haunted—on a set
of real word cryptographic binaries and litmus benchmark (for Spectre-PHT in Sec-
tion 6.5.2, and for Spectre-STL in Section 6.5.3). To answer RQ3, we compare Bin-
sec/Haunted against state-of-the-art competitors, KLEESpectre [252] and Pitch-
fork [67] (Section 6.5.4).

Legend. We evaluate performance in terms of:

— Number of unique x86 instructions explored (Ix86)—gives an indication of the
coverage of the analysis,

— Number of paths explored (Paths)—gives an indication on path explosion,

— Overall execution time (Time),

8. Open sourced at https://github.com/binsec/haunted_bench/blob/master/src/
litmus-stl/programs/spectrev4.c

https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
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— Number of violations ( ), i.e. the number instructions leaking secret data,

— Number of timeouts ( ),

— Number of programs proven secure (3),

— Number of programs proven insecure (7).

These metrics give a good overview of the efficiency (Ix86, Paths, Time, ) and effec-
tiveness ( , 3, 7) of the analysis.

Setup. Experiments were performed on a laptop with an Intel(R) Xeon(R) CPU
E3-1505M v6 @ 3.00GHz processor and 32GB of RAM. In the experiments, all inputs
are symbolic except for the initial stack pointer esp (similar as related work [67]),
and data structures are statically allocated. The user is expected to label secrets, all
other values are public. We set the speculation depth ∆ to 200 instructions and the
size of the store buffer |SB | to 20 instructions, which correspond to realistic values in
modern processors.

Additionally, we only consider indirect jump targets resulting from in-order exe-
cution and implement a shadow stack to constrain return instructions to their proper
return site. Considering transient jump targets requires to model indirect jumps on
arbitrary locations, which is doable but intractable for symbolic execution.

Benchmark. We evaluate Binsec/Haunted on the following programs:

— litmus-pht: 16 small test cases (litmus tests) for Spectre-PHT taken from
Pitchfork, which are modified versions of Paul Kocher’s litmus tests [95] to be
constant-time in sequential execution,

— litmus-pht-patched: litmus-pht that we patched with index masking [113],

— litmus-stl: our new set of litmus tests for Spectre-STL, 9,

— Cryptographic primitives from OpenSSL and Libsodium cryptographic libraries
(detailed in Table 6.2), including and extending those analyzed in [67].

Programs are compiled statically for a 32-bit x86 architecture with gcc 10.1.0. Lit-
mus tests are compiled with options -fno-stack-protector and Spectre-STL litmus
tests are additionally compiled with -no-pie and -fno-pic in order to rule out vio-
lations introduced by these options (see Section 6.6). For the same reason, donna and
tea are compiled without stack protectors -fno-stack-protector and for optimiza-
tion levels O0, O1, O2, O3, and Ofast. Libsodium is compiled with the default Makefile
and OpenSSL is compiled with optimization level O3 (both including stack protector).

Note on Stack Protectors: Error-handling code introduced by stack protectors is
complex and contains many syscalls that cannot be analyzed directly in pure symbolic
execution. Binsec/Haunted stops path execution on syscalls and only jump on the
error-handling code of stack protectors once per program, meaning that it might miss
violations in unexplored parts of the code. Moreover, timeout is set to 1 hour for litmus
tests, tea, and donna; but extended to 6 hours for code containing stack protectors
(Libsodium and OpenSSL).

6.5.2 Performance for Spectre-PHT (RQ1-RQ2)

We compare the performance of Haunted RelSE and Explicit RelSE—that we call
Haunted and Explicit in the tables for brevity—for detecting Spectre-PHT violations.

9. Open sourced at: https://github.com/binsec/haunted_bench

https://github.com/binsec/haunted_bench
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Programs Type Ix86 Key Msg

tea_encrypt [255] Block cipher 100 16 8

curve25519-donna [167] Elliptic curve 5k 32 -

Libsodium secretbox [226] Stream cipher 3k 32 256

OpenSSL ssl3-digest-rec [9] HMAC 2k 32 256

OpenSSL mee-cbc-decrypt [9] MEE-CBC 6k 16+32 64

Table 6.2 – Cryptographic benchmarks, with approximate static in-
struction count (Ix86) (excluding libc code) and sizes of secret keys and

messages (Msg) in bytes.

In order to focus on Spectre-PHT only, we disable support for Spectre-STL. Addition-
ally, we also report the performance for standard constant-time verification (without
speculation) as a baseline, called NoSpec. Results are presented in Table 6.3. To show
the importance of Haunted RelSE for path pruning in programs containing loops, we
also detail the execution of a litmus test containing a loop (case_5) in Appendix C.2.2.

Results. For litmus-pht and litmus-pht-masked, we can see that Haunted RelSE:

— explores fewer paths (4×) for an equivalent result, limiting path explosion (see
Appendix C.2.2),

— analyzes programs faster (1437× and 21× respectively), achieving performance
in line with NoSpec,

— can fully explore 2 additional programs and finds 1 more violation whereas
Explicit RelSE times-out.

For tea and donna there is no difference between Explicit and Haunted. Indeed,
because these programs only have a single feasible path in sequential execution, Ex-
plicit RelSE forks into two paths at each conditional branch instead of four (the two
other paths being unsatisfiable) which makes it equivalent to Haunted RelSE.

Finally, for Libsodium and OpenSSL, Explicit RelSE gets stuck exploring complex
code introduced by stack protectors and spends most of its time checking satisfiability
of the path predicate before timing out. Haunted RelSE circumvents this issue by
delaying the update of the path predicate, thus it can fully explore secretbox and
ssl3-digest without timing-out, with a noticeable speedup (8.9× and 4.6×), covering
more code (4.6× and 3×), and finding 4 more violations. While Haunted RelSE times
out on the more complex primitive mee-cbc, it still explores 3.5× more code than
Explicit.

Conclusion. While the Explicit strategy already allows to find Spectre-PHT viola-
tions in realistic codes, Haunted RelSE strongly improves the performance in terms
of speed (2.3× faster in total and up to 1437× on litmus-pht), timeouts (-66%)
and covered code (1.28× in total and up to 4.6× for secretbox). We can see that
Haunted RelSE does not improve performance over Explicit RelSE in 3/7 use-cases,
but make a noticeable difference on the other 4/7 use-cases (litmus-pht, litmus-pht
masked, secretbox, ssl3-digest), where the performance gains become significant
(from 4.6× faster to 1437×).
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Programs PHT Ix86 Paths Time 3 7

litmus-pht
NoSpec 733 48 3 - 0 16/16 -
Explicit 761 703 10331 21 2 - 16/16
Haunted 761 188 7 22 0 - 16/16

litmus-pht
masked

NoSpec 915 48 5 - 0 16/16 -
Explicit 950 843 169 - 0 16/16 -
Haunted 950 182 8 - 0 16/16 -

tea
NoSpec 326 5 .56 - 0 5/5 -
Explicit 326 172 .62 - 0 5/5 -
Haunted 326 172 .62 - 0 5/5 -

donna
NoSpec 22k 5 2948 - 0 5/5 -
Explicit 21k 1.0M 6153 - 1 4/5 -
Haunted 21k 1.0M 6162 - 1 4/5 -

secretbox
NoSpec 2721 1 5 - 0 1/1 -
Explicit 769 15k 21600 13 1 - 1/1
Haunted 3583 2.2M 2421 17 0 - 1/1

ssl3-digest
NoSpec 1809 1 4 - 0 1/1 -
Explicit 808 9k 21600 13 1 - 1/1
Haunted 2502 428k 4694 13 0 - 1/1

mee-cbc
NoSpec 6383 1 448 - 0 1/1 -
Explicit 696 74k 21600 17 1 - 1/1
Haunted 2549 22M 21600 17 1 - 1/1

Total
NoPHT 35k 109 3415 0 0 45/45 -
Explicit 25k 1.1M 81453 64 6 25/25 19/19
Haunted 32k 25.7M 34892 69 2 25/25 19/19

Table 6.3 – Performance of Binsec/Haunted for Spectre-PHT.

6.5.3 Performance for Spectre-STL (RQ1-RQ2)

We compare the performance of Haunted RelSE and Explicit RelSE for detecting
Spectre-STL violations. In order to focus on Spectre-STL only, we disable support
for Spectre-PHT. Results are presented in Table 6.4.

Results. The explosion of the number of paths for Explicit RelSE shows that the
number of behaviors to consider for Spectre-STL grows exponentially. The perfor-
mance of Explicit RelSE on litmus tests shows that encoding transient paths explicitly
is not tractable—even though our implementation discards redundant paths. Overall,
Haunted RelSE scales better on litmus-stl tests and tea, achieving better analysis
time (speed up of 3152× and 3.4×), producing fewer timeouts (0 vs. 7), and finding
more violations (+24). While it times out on more complex code, it explores much
more instruction than Explicit RelSE (8.6× more unique instructions in total), finds
126 more violations and reports 10 more insecure programs.

Conclusion. While the state-of-the-art Explicit strategy shows low performance for
Spectre-STL even on small programs, Haunted RelSE strongly improves the perfor-
mance in terms of:



6.5. Experimental evaluation 133

Programs STL Ix86 Paths Time 3 7

litmus-stl
NoSpec 328 14 .5 - 0 14/14 -
Explicit 316 37M 7205 13 2 3/4 10/10
Haunted 328 14 2.3 13 0 4/4 10/10

tea
NoSpec 326 5 .5 - 0 5/5 -
Explicit 278 12M 18000 2 5 - 1/5
Haunted 326 18 5276 26 0 - 5/5

donna
NoSpec 22k 5 2948 - 0 5/5 -
Explicit 704 12M 18000 0 5 - 0/5
Haunted 12k 5 18000 73 5 - 5/5

secretbox
NoSpec 2721 1 5 - 0 1 -
Explicit 225 13M 21600 4 1 - 1/1
Haunted 408 2 21600 26 1 - 1/1

ssl3-digest
NoSpec 1809 1 4 - 0 1/1 -
Explicit 204 4k 21600 3 1 - 1/1
Haunted 1763 2 21600 8 1 - 1/1

mee-cbc
NoSpec 6383 1 448 - 0 1/1 -
Explicit 200 19M 21600 0 1 - 0/1
Haunted 1627 1 21600 2 1 - 1/1

Total
NoSpec 34k 27 3407 - 0 27 -
Explicit 2k 93M 108004 22 15 3/4 13/23
Haunted 17k 42 88078 148 8 4/4 23/23

Table 6.4 – Performance of Binsec/Haunted Spectre-PHT.

— speed (1.2× faster in total and up to 3152× on litmus-stl),

— timeouts (8 vs. 15),

— covered code (8.6× more instructions covered in total),

— number of violation found (+126),

— and number of programs deemed insecure (+10).

Especially, Haunted RelSE manages to fully explore small-size real-world crypto-
graphic implementations (up to one hundred instructions) and to find violations in
medium-size real-world cryptographic implementations (a few thousands instructions).

6.5.4 Comparison with Pitchfork and KLEESpectre (RQ3)

We compare Binsec/Haunted against two state-of-the-art competitors,
KLEESpectre [252] and Pitchfork [67]. We discuss in more details the challenges
of this comparison and the solutions we adopted (when applicable) in Appendix C.1.

KLEESpectre. KLEESpectre [252] is an adaptation of SE for finding Spectre-
PHT violations 10, following an Explicit exploration strategy. It is based on the pop-
ular dynamic symbolic execution platform KLEE [58]. While Pitchfork and Bin-
sec/Haunted analyze binary code, KLEESpectre analyses LLVM bitecode, which
gives it a performance advantage. Note that KLEESpectre reports several types of

10. It also includes cache modeling—disabled for our comparison.
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gadgets but only one—leak secret (LS)—can actually leak secret data and is a violation
of speculative constant-time, thus we only report LS gadgets found by KLEESpectre.
Additionally, it does not report leakage from insecure branches.

Pitchfork. Pitchfork [67] is the only competing tool which can analyze programs
for Spectre-STL. It is build on top of the popular binary analysis platform angr [230].
It is based on SE and tainting which is faster than RelSE but also less precise and can
report false alarms (see Section 6.7). Pitchfork stops a path after finding a violation,
whereas Binsec/Haunted continues the execution. To provide a fair comparison,
we also consider a modified version of Pitchfork, namely Pitchfork-cont, which does
not stop after finding a violation.

Programs Tool Time 3 7

P
H
T

litmus-pht

KLEESpectre 1817 0 16 2† 14/16
Pitchfork 1.7 0 17 - 16/16
Pitchfork-cont 6.2 0 22 - 16/16
Binsec/Haunted 7.2 0 22 - 16/16

litmus-pht
masked

KLEESpectre 1751 0 0 16/16 -
Pitchfork 10.2 0 0 16/16 -
Pitchfork-cont 10.2 0 0 16/16 -
Binsec/Haunted 7.8 0 0 16/16 -

tea

KLEESpectre .4 0 0 5/5 -
Pitchfork 29.5 0 0 5/5 -
Pitchfork-cont 29.7 0 0 5/5 -
Binsec/Haunted .6 0 0 5/5 -

donna

KLEESpectre 7825 1 0 4/5 -
Pitchfork to 5 0 0/5 -
Pitchfork-cont to 5 0 0/5 -
Binsec/Haunted 6162 1 0 4/5 -

ST
L

litmus-stl
Pitchfork 21608* 6 11 1/4 9/10
Pitchfork-cont 21610* 6 11‡ 1/4 9/10
Binsec/Haunted 2.3 0 13 4/4 10/10

tea
Pitchfork to 5 0 - 0/5
Pitchfork-cont to 5 0 - 0/5
Binsec/Haunted 5275 0 26 - 5/5

donna
Pitchfork to 5 0 - 0/5
Pitchfork-cont to 5 0 - 0/5
Binsec/Haunted to 5 73 - 5/5

Table 6.5 – Performance of Binsec/Haunted, Pitchfork and
KLEESpectre on tea, and Spectre-PHT and Spectre-STL litmus tests.
Timeout ( ) is set to 1 hour. †False positives. ‡Excluding 6 spurious
violations in (non executable) .data section. *Excluding , times are

respectively 8.1 and 10.6.

Setup. Performance of KLEESpectre, Pitchfork, Pitchfork-cont and Bin-
sec/Haunted on litmus-pht, litmus-pht-masked, tea, and donna are reported
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in Table 6.5. We exclude secretbox, ssl3-digest and mee-cbc as the performance
of the tools on these programs will vary according to how they handle syscalls. 11 We
report unique violations for each tool. We also exclude 6 spurious violations found by
Pitchfork in non executable .data section after following a transient indirect jump.

For Spectre-PHT, we set speculation window to 200 in all tools—which corre-
sponds to a realistic speculation window in modern processors. For Specte-STL, we
set the size of the store buffer to 20 in Binsec/Haunted (thus a load can bypass
up to 20 stores in a window of 200 instruction); whereas Pitchfork has less realistic
speculation window and only supports loads and store reordering in a window of 20
instructions.

Results. KLEESpectre, as expected, shows similar results as Explicit RelSE in Ta-
ble 6.3: it is slightly faster than Binsec/Haunted on tea (1.5×), but slower on
litmus-pht (250×) and on litmus-pht-masked (224×). Also, it fails to report 2 inse-
cure litmus tests: case_7 and case_10. Program case_10 contains an insecure branch
but KLEESpectre does not report leakage from insecure branches. Still, case_7 con-
tains a leak secret (LS) violation that KLEESpectre should report.

For Spectre-PHT, Pitchforks does not seem to follow an Explicit exploration
strategy as it scales well on litmus tests. Pitchfork-cont is slightly faster than Bin-
sec/Haunted (1.2×) on litmus-pht, but it is 50× slower on tea and times-out on
donna.

For Spectre-STL however, Pitchfork follows the explicit strategy which quickly
leads to state explosion, poorer performance and more timeouts. The analysis even
runs out-of-memory—taking 32GB of RAM—for six cases of litmus-stl, 1 tea, and
4 donna. Hence, Pitchfork does not scale for Spectre-STL even on small-size binaries
whereas our tool can exhaustively explore small-size binaries. Our results further
show that Binsec/Haunted finds 112 more Spectre-STL violations, identifies 11
more insecure programs and establishes security of 3 more programs compared to
Pitchfork.

6.6 New vulnerabilities and mitigations

Section overview

This section, reports on two new vulnerabilities:
— Potential problems with index-masking, a well-known defense against

Spectre-PHT, and proposes correct implementations to avoid them (cf.
Section 6.6.1);

— Potential vulnerabilities introduced by a popular gcc options to generate
position-independent code (cf. Section 6.6.2).

This section also confirms vulnerabilities with stack protectors and function
returns, already reported by Cauligi et al. [67] (cf. Section 6.6.3).

Programs are compiled with gcc-10.2.0 -m32 -march=i386 -O0. All vulnerabil-
ities were automatically found by Binsec/Haunted.

11. In particular, KLEESpectre and Pitchfork can respectively rely on KLEE and angr system call
handlers whereas Binsec does not implement system call handlers, making the comparison impossible
on these programs. However, even if syscall handlers were available, implementation choices such
as concretization vs. abstractions could impact the result of the analysis making the comparison
challenging.
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6.6.1 Index-masking defense

Index-masking. Index-masking [113] is a well known defense against Spectre-
PHT—used in WebKit for example—which consists in strengthening conditional array
bound checks with branchless bound checks. Indexes are masked with the length of
the array, rounded up to the next power of two minus one. We give an example of
index masking in Listing 6.1. For the array publicarray of size 16 the value of the
mask is 15 (0x0f). For an arbitrary index idx, the masked index (idx & 0x0f) is
strictly smaller than 16, hence the access is in bounds. This countermeasure prevents
out-of-bound reads if the length of the array is a power of two and limits the scope of
out-of-bound reads otherwise.

1 void leakThis(uint8_t toLeak) {
2 tmp &= publicarray2[toLeak * 512];
3 }
4 void case_1_masked(uint32_t idx) {
5 idx = idx & (publicarray_size - 1);
6 uint8_t toLeak = publicarray[idx];
7 leakThis(toLeak );
8 }

Listing 6.1 – Illustration of index-masking

Spectre-STL vulnerability. Using Binsec/Haunted, we discover that whereas
this countermeasure does protect against Spectre-PHT, it may also introduce new
Spectre-STL vulnerabilities. Take for instance the compiled version of Listing 6.1,
given in Listing 6.2. Line 1 computes the value of the mask and store it into eax.
Line 2 performs the index masking and stores the masked index in the memory at
[ebp + idx]. Line 3 loads the masked index into eax. Notice that this load can bypass
the store at line 2 and load the old unmasked index idx. Then, line 3 loads the value at
publicarray[idx] into al, allowing the attacker to read arbitrary memory—including
secret data. Finally, the value of al is used as a load index at Line 4, encoding secret
data in the cache. To conclude, because the masked index is stored in the memory, the
masking operation can be bypassed with Spectre-STL, leading to arbitrary memory
read, and eventually leaking secret data.

1 mov eax , publicarray_size - 1 ; Compute mask
2 and [ebp + idx], eax ; Store masked index
3 mov eax , [ebp + idx] ; Bypass prior store
4 mov al, [@publicarray + eax] ; Out -of-bound load
5 mov dl, publicarray2[al << 9] ; Leak secret

Listing 6.2 – Compiled version of Listing 6.1 with gcc-10.2.0 -m32
-march=i386 -O0

Mitigation. This violation of SCT occurs at optimization level O0 with both
clang-11.0 and gcc-10.2 because the masked index is stored on the stack. We
propose a patched implementation in Listing 6.3 that forces the index into a register
(line 2) so the masking cannot be bypassed. A second solution is to set the optimiza-
tion level to O1 or higher so the store operation is optimized away—but this solution
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is fragile as it still relies on compiler choices. In these two case, Binsec/Haunted
reports that the program is secure with regard to speculative constant-time.

1 void case_1_masked_patched(uint32_t idx) {
2 register uint32_t ridx asm ("edx");
3 ridx = idx & (publicarray_size - 1);
4 uint8_t toLeak = publicarray[ridx];
5 leakThis(toLeak );
6 }

Listing 6.3 – Patch of index-masking for Spectre-STL

6.6.2 Position-independent code

Position-independent code. Position-independent code (PIC), and position-in-
dependent executables (PIE) are compiler options which makes it possible to load a
binary to any memory location without modifying the code. These options are used
to enable address space layout randomization (ASLR), which loads executables to
non-predictable addresses in order to prevent a attackers from guessing target ad-
dresses, making return oriented programming (ROP) attacks more challenging. Our
version of gcc-10 compiles by default to position independent executables, which can
be disabled by adding the options -fno-pic -no-pie.

Spectre-STL vulnerability. Using Binsec/Haunted, we have discovered that
the code introduced by gcc in position independent executablesmay introduce Spectre-
STL vulnerabilities. Indeed, on our set of STL-litmus-tests compiled with -no-pie
-fno-pic, Binsec/Haunted finds 13 violations and reports 4 programs as secure
and 10 as insecure; whereas on STL-litmus-tests compiled without these options, it
finds 26 violations and reports only one program as secure.

In x86, position independent executables access global variables as an offset from
a global pointer which is set up at the beginning of the function, relatively to the
current location. The current location is not directly accessible but is obtained via a
function x86_get_pc_thunk_ax which loads its return address to eax. More precisely,
a call to x86_get_pc_thunk_ax stores the return address on the stack before jumping
to the function, then in the function this return address is loaded into eax. With
Spectre-STL, this load can bypass the previous store and load a stale value into eax.
Because eax is later used as a global offset, controlling its value, gives an attacker the
ability to speculatively read at an arbitrary address. Take as an example the program
in Listing 6.4, that we explain line per line:

Line 6: Call the function x86_get_pc_thunk_ax, and store return address to the stack;
Line 2: Load [esp] bypasses the previous store and gets its value from main memory;

which can be populated with attacker controlled values. Here, let eax take the
transient value 0x023f35;

Line 7: Computes the global pointer for PIC using the transient value in eax;
Line 8: The value in eax—controlled by the attacker—is used as an offset to access

the global variable publicarray_size. Consequently, secret data at address
0xC20EF is loaded to edx;

Line 11: Finally, the value of the secret in edx is used as index for a load, which violates
speculative constant-time.
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1 __x86_get_pc_thunk_ax:
2 mov eax , [esp+0] ; bypass stored @ret and load attacker
3 retn ; controlled value 0x023f35
4
5 case_1_masked_patched:
6 call __x86_get_pc_thunk_ax ; eax = 0x023f35
7 add eax , 0x9E0FA ; eax = 0x0c202f
8 mov edx , (publicarray_size - 0x0A2000 )[eax]
9 ; edx = [0 x0C20EF] = secret
10 [...]
11 mov dl, (publicarray - 0x0A2000h )[eax + edx]
12 ; Violation: secret dependent load

Listing 6.4 – Compiled version of Listing 6.3, with PIC enabled.
Secret data is stored at address 0xC20EF and publicarray_size at

address 0x0A20C0.

6.6.3 Stack protectors and stale returns

We confirm two vulnerabilities with stack protectors and function returns that that
have already been reported by Cauligi et al. [67]. We only discuss them superficially,
interested reader can refer to [67] for more details.

Stack protectors. Similarly as what Cauligi et al. [67] reported, we do not directly
find violations of Spectre-PHT in cryptographic primitives. However, the code for
stack protectors, introduced by compiler to check for buffer overflows does introduce
vulnerabilities. Stack protectors add a guard at the beginning of vulnerable functions
which is checked when the function exits—with a conditional branch. If this condi-
tional branch is mispredicted, the program execute the error tampering code which
contains additional conditional branches that can be mispredicted, and eventually
leaks secret data.

Function returns. When a function returns, it loads its return address from the
stack before jumping on it. With Spectre-STL, it is possible for a ret instruction to
bypass the store instruction that pushed the return address on the stack and load a
stale return address. This vulnerability enables arbitrary speculative code execution
and ROP-like attacks to Spectre gadgets [153].

6.7 Related work

Section overview

Related work on Spectre attacks has been discussed in Section 3.3. This section,
further discusses the closest related work. We refer the interested reader to an
excellent survey by Canella et al. [65] for a more general discussion on transient
execution attacks and defenses.

Speculative constant-time. Constant-time programming is often used in crypto-
graphic code in order to prevent side-channel timing attacks [35]. Since the advent of
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microarchitectural attacks in 2018, a few works have extended this property to spec-
ulations [71, 127, 129]. We use in our work the property of speculative constant-time
from Cauligi et al. [67].

Relational symbolic execution. Relational symbolic execution [105] offers a more
precise analysis than other techniques such as tainting. For instance, Pitchfork [67],
which is based on tainting, reports a violation in Listing 6.5, line 9 because toLeak
is tainted with secret data, whereas the program is secure because toLeak is set to
0 before being leaked. In contrast, Binsec/Haunted, based on relational symbolic
execution, does not report such false alarms.

1 void leakThis(uint8_t toLeak) {
2 tmp &= publicarray2[toLeak * 512];
3 }
4 void case_1(uint32_t idx) {
5 if (idx < publicarray_size) {
6 uint8_t toLeak = publicarray[idx];
7 toLeak = toLeak & 0xf0;
8 toLeak = toLeak & 0x0f; // toLeak = 0
9 leakThis(toLeak ); // Leaks value 0

10 }}

Listing 6.5 – Program secure to Spectre-PHT

Four previous works have used symbolic execution for analysis of cache side-
channels [254, 238, 49, 87]—including our work, presented in Chapter 4. Three of
them [254, 238, 87] target binary code; only two of them [49, 87] scale to real crypto-
graphic binaries; and none of them is able to detect Spectre attacks.

Analyses for Spectre detection. Several tools have been proposed in the litera-
ture to detect Spectre vulnerabilities [261, 132, 252, 253, 71, 129, 67] both at LLVM
level and binary level. See Table 6.6 for a comparison. On one hand, analyzers at
LLVM level scale well as to analyze real cryptographic code. Unfortunately, as shown
in our experiments (Sections 4.6.2.3 and 6.6) and prior works [67, 231], compilers too
often introduce constant-time violations. On the other hand, tools at binary level are
more challenging to develop and are often ineffective on real code due to scalability
issues.

Analysis tools for Spectre are based on static analysis using abstract interpre-
tation [261], model checking [71], symbolic execution [129, 67, 252, 132] and taint-
ing [253, 67]. KLEESpectre [252] and SpecuSym [132] are built on top of KLEE [58]
and Pitchfork [67] on top of angr [230] which are dynamic symbolic execution tools
and might have an additional support for concretization (but do not use it).

Four analyzers at binary level, prior to this work, constitute the state of the
art [253, 71, 129, 67] to detect Spectre-PHT vulnerabilities but only two scale [253,
67]—by giving up on the precision (false positive). oo7 [253] relies on detecting vul-
nerable code pattern, whereas Pitchfork [67] relies on symbolic execution and taint
analysis to detect secret dependent conditional statements and memory accesses.

The only previous work which addresses Spectre-STL is Pitchfork [67]. We have
tested Pitchfork on our new Spectre-STL litmus tests for comparison with our work (cf.
Table 6.5). We note that, although it is not documented [67], Pitchfork implements an
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Tool Technique Target Property Precise

Aise [261] Abstract Interp. LLVM Cache 7

KLEESpectre [252] SE (KLEE) LLVM Cache 3

SpecuSym [132] SE (KLEE) LLVM Cache 3

oo7 [253] Tainting Binary Patterns 7

Fass [71] MC (UCLID5) Binary SNI 3

Spectector [129] SE Binary SNI 3

Pitchfork [67] SE&taint. (angr) Binary SCT 7

Binsec/Haunted RelSE (Binsec) Binary SCT 3

Tool PHT STL Scales Benchs

Aise [261] 3 na 7 3 Crypto
KLEESpectre [252] 3 Explicit* 7 3 Crypto
SpecuSym [132] 3 Explicit* 7 3 Crypto

oo7 [253] ∼ na 7 3 Other
Fass [71] 3 Explicit* 7 7 Litmus
Spectector [129] 3 Explicit* 7 7 Litmus
Pitchfork [67] 3 Explicit+ 3 Explicit 3 PHT / 7 STL Crypto

Binsec/Haunted 3 Haunted 3 Haunted 3 PHT / ∼ STL Crypto

Table 6.6 – Comparison of Binsec/Haunted with related work
where SNI denotes speculative non-interference (transient executions
do not leak more information than sequential executions). *These
tools restrict to leaks in transient execution, so Haunted-PHT opti-
mization does not apply, however their straightforward adaptation to

SCT would be Explicit. +With optimizations.

optimized exploration technique compared to Explicit for Spectre-PHT. For Spectre-
STL however, it relies on Explicit and forks the execution for each transient load.
Therefore, it suffers from a significant state explosion problem for Spectre-STL and
quickly runs out of memory.

Currently, there is no static analyzers addressing Spectre-BTB (speculative indi-
rect branches) or Spectre-RSB (speculative returns). Although explicitly modeling
transient paths underlying Spectre-BTB is in principle feasible, this is in practice
intractable as it allows to jump to arbitrary addresses in the code on indirect jump
instructions [67]. The same applies to Spectre-RSB, on recent Intel processors, when
the return stack buffer is empty [158, 175].

State merging in symbolic execution. State merging [135, 120] (a.k.a. path
merging) is used in symbolic execution to merge states following different paths (e.g.
merge diverging paths after a conditional statement). Merging in symbolic execution
precisely captures the behavior of the merged states, without over-approximation: the
formula of the final state the disjunction of the formula of the state to be merged.
While state merging reduces the number of paths to explore, it also increases the com-
plexity of the formula [135], consequently techniques have been proposed to selectively
apply state merging [160].

For the comparison, we adopt a different strategy: we do not pack together differ-
ent paths encountered along the execution, but rather prevent creating artificial path
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splits (unlike Explicit) by showing how to reason on both sequential and transient ex-
ecutions at the same time. In our setting, a path predicate represents all input values
that follow a control-flow path, be it through sequential or transient executions. For
Spectre-PHT this is achieved through a careful handling of assertions along symbolic
execution (akin to pruning), whereas for STL this is achieved through a symbolic
encoding of memory speculations inside the path predicate (somehow akin to some
merge encodings, e.g. [160], for its use of if-then-else expressions).

6.8 Conclusion

We propose Haunted RelSE, a technique built on top of relational symbolic exe-
cution to statically detect Spectre-PHT and Spectre-STL vulnerabilities. Especially,
Haunted RelSE allows to significantly alleviate the cost of addressing speculative paths
by reasoning about sequential and transient executions at the same time.

We implement Haunted RelSE in a symbolic execution tool, Binsec/Haunted.
Our experimental results show that Haunted RelSE is a step toward scalable analysis
of Spectre attacks. For Spectre-PHT, Haunted RelSE can dramatically speed up the
analysis in some cases, pruning the complexity of analyzing speculative semantics on
medium size real world cryptographic binaries. For Spectre-STL, Binsec/Haunted
is the first tool able to exhaustively analyze small real world cryptographic binaries
and find vulnerabilities in medium size real world cryptographic binaries.

Finally, we report thanks to Binsec/Haunted that one standard defense for
Spectre-PHT can easily introduce Spectre-STL vulnerabilities and propose a miti-
gation; and also that a well-known gcc option to compile to position independent
executables introduces Spectre-STL vulnerabilities.
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Part IV

Conclusion and Future Work
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we address the problem of automating the security analysis of cryp-
tographic implementations. Such analyses are essential because cryptographic prim-
itives are pervasive and security-critical, whereas their desired properties are subtle
and better checked at binary-level. We propose new binary-level symbolic analyses en-
compassing a subset of information flow policies restricted to pairs of traces following
the same path. This subset includes crucial properties of cryptographic implementa-
tions such as constant-time, secret-erasure or speculative constant-time. Our technical
contributions include two sets of optimizations, which make our analyses scalable:

— First, we propose dedicated optimizations for relational symbolic execution at
binary level, called Binary-level RelSE. RelSE does not scale at binary-level be-
cause of the explicit representation of the memory as a symbolic array. To ad-
dress this problem, our key technical insight is to improve sharing between pairs
of execution in the symbolic memory, allowing for fine-grained secret tracking;

— Second, we propose dedicated optimizations to efficiently model the speculative
semantics of programs and detect Spectre attacks, called Haunted RelSE. Mod-
eling the speculative semantics of programs by representing transient executions
explicitly quickly leads to path explosion. To alleviate the cost of modeling the
speculative semantics, our key technical insight is to model transient executions
at the same time as sequential execution.

We implement these optimizations into two open-source tools: Binsec/Rel for
analyzing constant-time and secret-erasure, and Binsec/Haunted for analyzing
speculative constant-time. Using our tools, we analyze cryptographic primitives taken
from open-source cryptographic libraries such as Libsodium [41], OpenSSL [192],
BearSSL [36], and HACL* [272]. Our experimental evaluation against prior tech-
niques and state-of-the-art tools shows that our optimizations are crucial to scale on
real-world cryptographic code, finding more bugs than prior approaches and perform-
ing bounded-verification when they timeout.

The properties that we target have in common that they are generally not pre-
served by compilers. In this context, reasoning at binary-level gives two main advan-
tages. First, binary-analysis enables to find vulnerabilities introduced by compilers in
binaries compiled from secure source code, and to automatically study the preserva-
tion of properties by compilers. This allows us to find vulnerabilities introduced by
backend passes of clang which were out of reach of LLVM verification tools. Second,
binary-level analysis is free from any assumption on the compiler; therefore and unlike
source code analysis, our analysis does not require to be backed-up by a constant-time
preserving compiler [35, 31]
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Essentially, our work shows that, with appropriate optimizations, symbolic se-
curity analysis of cryptographic code scales at binary-level—even when considering
speculative execution.

7.2 Perspectives

In this section, we detail some perspective for future work, building on the work
presented so far.

Frameworks for checking property preservation by compilers. A particu-
larly interesting application of the work presented in this thesis is the automatic anal-
ysis of countermeasures in multiple compilation setups to ensure that countermeasures
are not optimized-away by compilers. Prior to this work, these kind of analyses were
conducted manually [231, 269]. In this thesis, we demonstrate that it is possible to
automate them at a large scale on constant-time and secret-erasure (respectively 408
and 680 programs). We believe that this line of work can be extended in several direc-
tions to systematically check countermeasures in multiple compilation setups (using
multiple compilers and compilation options):

1. The analysis could be extended to other countermeasures such as software-based
Spectre mitigations given in Section 3.3.4 (e.g. index-masking, speculative load
hardening, or serializing instructions);

2. The analysis could be extended to new compilers and compiler options such as
Microsoft’s MSVC compiler and its /Qspectre flag for inserting defenses against
Spectre-PHT, as done by Guarnieri et al. with their tool Spectector [129].

This could allow developers to design new enforcement mechanisms and easily test,
in many compilation settings, that they are not optimized away.

Automatic repair of binary code. This thesis addresses the automatic discovery
of Spectre vulnerabilities but does not address how to patch them. The current
implementation of Binsec/Haunted reports vulnerable instructions (where the leak
happens), but does not provide feedback on how to patch the code (e.g. where to insert
fences). Developers are expected to understand the vulnerability, come up with a
patch, and manually apply it. However, coming up with a patch is not trivial, even
when the address of the leaky instruction is known, which makes manual patching
error prone. For instance, it is not sufficient to add an lfence instruction just before
leaky instructions because lfence does not stop instructions pre-fetching, which can
also leak secrets [225].

A solution could be to provide specific feedback on where to insert countermea-
sures in the assembly code. Even better, the assembly code could be automatically
patched—as initiated by Blade [250] on WebAssembly. For instance fence instruc-
tions could be automatically inserted in the assembly code before recompiling the
assembly code to binary.

If source (or assembly) code is not available, it is also possible to directly patch
the binary code by modifying the disassembled code (on its intermediate representa-
tion) before recompiling it. This approach called binary recompilation [258] is already
implemented in a tool called Egalito [258] and successfully applied for patching bi-
nary code against Spectre-BTB, replacing indirect jump instructions with retpoline
sequences 1 [245, 215].

1. Retpoline is a countermeasure for Spectre-BTB that replaces indirect jumps with semantically
equivalent sequences of instructions, using call/ret.
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Other Spectre variants. In this thesis, we address two variants of Spectre—
namely Spectre-PHT and Spectre-STL—and consider the two other variants—namely
Spectre-BTB [155] and Spectre-RSB [175, 158]—as out of scope. Spectre-BTB ex-
ploits the indirect jump predictor which records possible targets of jump instructions
in order to predict the outcome of subsequent indirect jumps. In principle the predic-
tor can be trained by an attacker to jump to an arbitrary target.

Spectre-RSB exploits a microarchitectural component called the return stack
buffer (RSB) which predict the target of return instructions. Contrary to the BTB,
the behavior of the RSB is more predictable: at each call instruction, the RSB pushes
the return target (i.e. address of the call + 1) to a stack, and at each ret instruc-
tion, it predicts the next target by popping the last entry from the stack. When the
stack buffer is empty, return prediction either falls back to the BTB mechanism or
cycle through the RSB. The RSB is not always shared between an attacker and its
victim (e.g. it can be sanitized between context switches using RSB stuffing [215],
or partitioned). Therefore, we can work with the assumption that the victim has n
entries in the return stack buffer that cannot be evicted by the attacker. Under this
assumption, we can model a RSB with n entries and consider that speculations at
return instructions are determined by these entries. Finally, using this RSB we can:

1. Detect (insecure) ret instructions that operate on an empty stack buffer;

2. Formally reason about the main countermeasure for Spectre-BTB called Ret-
polines [245, 215] which consists in replacing indirect jumps with equivalent
sequences of instructions containing call and ret instructions;

3. Detect and reason about mispredictions resulting from abnormal control flow—
when a ret instruction does not return to its caller.

It would also be interesting to consider another countermeasure against Spectre-
BTB—implemented in the Linux kernel—that leverages code patching in order to
replace indirect calls with conditional direct calls [13, 206]. Analyzing this counter-
measure with Binsec/Haunted would require to add support for rewriting code in
Binsec.

Finally, we could adapt Haunted RelSE and Binsec/Haunted to support rea-
soning about the new predictor recently introduced in new ARM processors, called
Predictive Store Forwarding (PSF) 2. On top of speculatively bypassing store in-
structions when it speculates that a load does not alias with prior store instructions
(Spectre-STL), processors implementing PSF can speculate that a load does alias
with a store and speculatively forward the value from the store to the load.

Exploitability. It is currently unclear whether constant-time and speculative
constant-time violations are actually exploitable to mount an attack. An interest-
ing line of work would be to investigate the exploitability of the violations found by
our tools. Several directions are possible there:

1. A first direction could be to quantify information leaks in order to give a bound
on the number of secret bits that an attacker can extract [162, 232, 22, 164, 203,
204], or to propose low inputs maximizing the amount of leakage [202, 198];

2. A second direction would be to distinguish inputs that are controlled by an
attacker from uncontrolled inputs (initial memory, or initial value of esp) and
adopt a form of robust reachability [117]. A vulnerability is robustly reachable

2. Interestingly, this predictor has been formally defined in the speculative semantics of Cauligi
et al. [67] and Guanciale, Balliu, and Dam [127], and the corresponding Spectre variant theorized
before being actually implemented in processors.
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if it can be triggered regardless of the value of the uncontrolled input, meaning
that the attacker doesn’t have to rely on uncontrolled inputs;

3. Finally, we could also investigate less conservative definitions of speculative
constant-time, distinguishing likely speculations from unlikely speculations. For
instance in the code store [ebp-4] eax; load [ebp-4] eax, speculative con-
stant-time considers that the store instruction could be bypassed by the load.
However, because indexes are syntactically equal, this is very unlikely to happen.

Other directions.

— Currently our analyses restrict to properties relating pairs of traces following
the same path. This includes properties that forbid secret-dependent control
flow (such as constant-time), properties that declassify control flow [219], or
properties that are concerned with explicit flows and ignore implicit flows (such
as explicit secrecy [222]). Accounting for the general noninterference policy
would require to model pairs of traces following different paths with appropriate
heuristics to handle path explosion;

— One of the main bottlenecks of Binsec/Haunted and Binsec/Rel is the
generation of counterexamples on insecure cryptographic codes. Indeed, Bin-
sec/Rel spares unsatisfiable insecurity queries and is efficient on secure pro-
grams; however, it does not spare satisfiable insecurity queries and is less ef-
ficient on insecure codes (e.g. see aes-big in Table 4.4). On these programs,
large and complex insecurity queries are sent to the solver to generate a model
and report a counterexample; and the solver struggles to solve these queries.
A solution would be to propagate concrete secret inputs along symbolic execu-
tion to directly detect differences in control-flow/memory accesses and report
counterexamples;

— Our tools currently deal with loops by unrolling them. While it still allows us
to verify programs with fixed-length inputs—such as tea or donna—, we cannot
offer the same guarantees on programs with unbounded-length inputs—such as
stream ciphers like salsa20 or chacha20—, for which we only offer guarantees
for a given input length 3. To be able to deal with unbounded-length input a
possible solution would be to use relational loop invariants [24]—however, it
would sacrifice bug-finding;

— Finally, building on recent work by Guarnieri et al. [130], we could parameterize
Binsec/Haunted with a notion of hardware-software contracts. Contracts
define the observations that an attacker can make as well as the execution modes
(e.g. speculative semantics vs. sequential semantics), and programs are checked
for noninterference with respect to these contracts. Binsec/Rel can already
be parameterized by the leakage model rather easily—which accounts for the
observation part of contracts. However, building tools that can be parameterized
by the execution mode remains an open question.

3. While in practice we fix the input length, note that in theory we could keep it symbolic and
guarantee correctness up to a given bound (with additional assumptions on the symbolic length to
avoid buffer overflows).
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Appendix A

Proofs

Appendix overview

This appendix details the proofs of the theorems and lemmas proposed in this
thesis. The proofs of Chapter 4, concerning binary-level RelSE, are given in
Section 4.4.3. The proofs of Chapter 6, concerning Haunted RelSE, are given
in Section 6.3.5.

A.1 Proofs of Chapter 4

Section overview

This section details the proofs of the theorems and lemmas of our relational
symbolic execution for constant-time, proposed in Section 4.4.3:

— The proof of Lemma 1 is given in Appendix A.1.1,

— The proof of Lemma 2 is given in Appendix A.1.2

— The proof of Theorem 1, which states the correctness of our RelSE, is
given in Appendix A.1.3,

— The proof of Theorem 4, which states that our RelSE is correct for
bounded-verification of constant-time, is given in Appendix A.1.4.

A.1.1 Proof of Lemma 1

Lemma 1 expresses that when the symbolic evaluation is stuck on a state sk, there
exist concrete configurations derived from sk which produce distinct leakages.

Lemma 1. Let sk be a symbolic configuration obtained after k steps. If sk is stuck,
then there exists a model M such that for each concrete configurations ck ∼∼∼Ml sk and
c′k
∼∼∼Mr sk, the execution from ck and c′k produce distinct leakages.

Proof: Because sk is stuck, we know from Hypothesis 3 that an expression ϕ
∧

is
leaked and that secLeak(ϕ

∧
, π) evaluates to false in the symbolic evaluation of sk. We

also know that there exists a model M such that M � π ∧ ϕ
∧
|l 6= ϕ

∧
|r. Let ck, c′k

be concrete configurations such that ck ∼∼∼Ml sk, and c′k
∼∼∼Mr sk. To show that the

program is not constant-time at step k, that is ck −→
t
ck+1 and c′k −→

t′
c′k+1 with

t 6= t′, we proceed case by case on the symbolic evaluation, restricting to cases where
secLeak(ϕ

∧
, π) might evaluate to false. There are two main cases:

1. Symbolic execution is stuck on the evaluation of an expression,

2. Symbolic evaluation is stuck on the evaluation of an instruction.
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SE stuck on an expression. First, we consider the case where the symbolic ex-
ecution is stuck on the evaluation of an expression, restricting to the rule load as
other cases cannot be stuck.

— Case load: In the symbolic execution, the expression load eidx is evaluated
with

(
ρ, µ
∧
, π
)
eidx ` ι

∧
and the index ι

∧
is leaked. Assuming secLeak(ι

∧
, π) evaluates

to false with the model M , then M(ι
∧
|l) 6= M(ι

∧
|r). Moreover, because ck ∼∼∼Ml sk

and c′k ∼∼∼Mr sk, we have from Definition 10 that ck eidx ` M(ι
∧
|l) and c′k eidx `

M(ι
∧
|r). Because performing a step in the concrete execution leaks the value

of eidx, we have ck −−−−−→
t·M(ι

∧
|l)

ck+1 and c′k −−−−−→
t′·M(ι

∧
|r)

c′k+1 with M(ι
∧
|l) 6= M(ι

∧
|r),

meaning that the execution is not constant-time at step k.

SE stuck on an instruction. Second, we consider the case where the symbolic
evaluation is not stuck on the evaluation of an expression, but is stuck on the eval-
uation of an instruction. This can happen when evaluating rules store, ite and
i_jump.

— Case store: In the symbolic execution, the instruction store eidx eval is
evaluated with

(
ρ, µ
∧
, π
)
eidx ` ι

∧
and the index ι

∧
is leaked. Similarly as in case

load, we can show that we have ck −−−−−→
t·M(ι

∧
|l)

ck+1 and c′k −−−−−→
t′·M(ι

∧
|r)

c′k+1 with

M(ι
∧
|l) 6= M(ι

∧
|r), meaning that the execution is not constant-time at step k.

— Case ite-true and ite-false: In the symbolic execution, the instruction
ite e ? ltrue : lfalse is evaluated with

(
ρ, µ
∧
, π
)
e ` ϕ

∧
and eq0 ϕ

∧
is leaked. Assum-

ing secLeak(eq0 ϕ
∧
, π) evaluates to false with the model M , then M(ϕ

∧
|l = 0) 6=

M(ϕ
∧
|r = 0). Moreover, because ck ∼∼∼Ml sk and c′k ∼∼∼Mr sk, we have from Defini-

tion 10 that ck e ` M(ϕ
∧
|l) and c′k e ` M(ϕ

∧
|r). Therefore in one of the concrete

executions, e evaluates to 0, the rule ite-false is applied and the location lfalse
is leaked; whereas in the other execution, e does not evaluate to 0, the rule ite-
true is applied and the location ltrue is leaked. Finally, we have ck −−−−→

t·ltrue
ck+1

and c′k −−−−−→
t′·lfalse

c′k+1 (or ck −−−−→
t·lfalse

ck+1 and c′k −−−−→
t′·ltrue

c′k+1), meaning that the

execution is not constant-time at step k.

— Case i_jump: In the symbolic execution, the instruction goto e is evalu-
ated with

(
ρ, µ
∧
, π
)
e ` ϕ

∧
. Let M(ϕ

∧
|l) = bvl and M(ϕ

∧
|r) = bvr. Assume

secLeak(ϕ
∧
, π) evaluates to false with the model M , then bvl 6= bvr. More-

over, because ck ∼∼∼Ml sk and c′k
∼∼∼Mr sk, we have from Definition 10 that

ck e ` bvl and c′k e ` bvr. In the concrete execution, ll , to_loc(bvl) and
lr , to_loc(bvr) are leaked—note that to_loc is defined for bvl and bvr from
Hypothesis 3. Because bvl 6= bvr and to_loc is a one-to-one correspondence,
we have ll 6= lr. Therefore, we have ck −−→

t·ll
ck+1 and c′k −−→

t′·lr
c′k+1 with ll 6= lr,

meaning that the execution is not constant-time at step k.

�

A.1.2 Proof of Lemma 2

Lemma 2 expresses that symbolic evaluation does not get stuck up to k, then
for each pair of concrete executions following the same path up to k, there exists a
corresponding symbolic execution.
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Lemma 2. Let s0 be a symbolic initial configuration for a program P that does not
get stuck up to k. For every concrete states c0, ck, c′0, c

′
k and model M such that

c0
∼∼∼Ml s0 ∧ c′0

∼∼∼Mr s0, if c0 −→
t

k ck and c′0 −→
t′
k c′k follow the same path, then there

exists a symbolic configuration sk and a model M ′ such that:

s0  
k sk ∧ ck ∼∼∼M

′
l sk ∧ c′k

∼∼∼M
′

r sk

Proof: (Induction on the number of steps k). Case k = 0 is trivial.
Let ck−1 and c′k−1 be concrete configurations and sk−1 a symbolic configuration

for which the inductive hypothesis holds. We need to show that Lemma 2 still holds
at step k, meaning that for each concrete steps ck−1 −→

t
ck and c′k−1 −→

t′
c′k, there exists

a symbolic configuration sk and a model M ′ such that ck ∼∼∼M
′

l sk ∧ c′k
∼∼∼M

′
r sk holds.

This amounts to show that:

(i) the location in sk is the same as the location in ck and c′k,

(ii) there exists a model Mk such that Mk � πk

(iii) for all expressions e, either symbolic evaluation gets stuck, or
(
ρk, µ

∧
k

)
e ` ϕ

∧
and

Mk(ϕ
∧
|p) = bv ⇐⇒ c′k e ` bv.

We can proceed case by case on the concrete evaluation of ck−1 and c′k−1. Note that
from Definition 10, ck−1 and c′k−1 are at the same program location and therefore
need to evaluate the same instruction.

Case store. Consider that an instruction store eidx eval is evaluated at step k−1.
Let ι

∧
be the symbolic index and ν

∧
be the symbolic value, meaning that

(
ρ, µ
∧
, π
)
eidx ` ι

∧

and
(
ρ, µ
∧
, π
)
eval ` ν

∧
. Item (i) directly follows from the concrete and the symbolic

evaluation rules that both just increment the location by 1. Next, we build the new
model Mk as:

Mk ,M [µ
∧
k 7→ 〈ml |mr〉] where ml ,M(µ

∧
|l)[M(ι

∧
|l) 7→M(ν

∧
|l)]

and mr ,M(µ
∧
|r)[M(ι

∧
|r) 7→M(ν

∧
|r)]

Intuitively,Mk is equal to the old modelM in which we add the new symbolic memory
µ
∧
k, mapping to the concrete value of the old memory M(µ

∧
) where the index M(ι

∧
)

maps to the value M(ν
∧

). Notice that Mk � πk because M � π and we only added
new definitions (thus not changing satisfiability) from M and π to Mk and πk. Thus
Item (ii) holds. Finally, we show Item (iii) by induction on the structure of expressions:
for any expression e, if symbolic evaluation does not get stuck thenMk(ϕ

∧
|l) = bv ⇐⇒

ck e ` bv holds (case of the right projection is analogous). Note that only the memory
is updated from step k−1 to step k, meaning that ck, sk, andMk only differ from ck−1,
sk−1 and M on expressions involving the memory. Thus, we only need to consider
the rule load, as the proof for other rules directly follows from ck−1

∼∼∼Mp sk−1,
Definition 10, and the definition of Mk.

Assume an expression load e such that sk does not get stuck and let
(
ρk, µ

∧
k

)
e ` ι′

∧

and
(
ρk, µ

∧
k

)
load e ` ν ′

∧

. We show that if Item (iii) holds for the expression e, then it
holds for the expression load e. Formally, we must show that if Mk(ι

′
∧

|l) = bvidx ⇐⇒
ck e ` bvidx then Mk(ν

′
∧

|l) = bvval ⇐⇒ ck load e ` bvval.
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First, we can rewrite Mk(ν
′
∧

|l) as

Mk(ν
′
∧

|l) = Mk(select(µ
∧
k |l, ι

′
∧

|l)) by symbolic rule load

= M(µ
∧
|l)[M(ι

∧
|l) 7→M(ν

∧
|l)][Mk(ι

′
∧

|l)] by def. of Mk

From this point, there are two cases, either (a) the address of the load is the same
as the address of the previous store, (b) the address of the load is different from the
address of the previous store.

(a) The address of the load is the same as the address of the previous store:
Mk(ι

′
∧

|l) = M(ι
∧
|l), therefore Mk(ν

′
∧

|l) = M(ν
∧
|l). From the induction hypothesis,

the concrete index of the load evaluates toMk(ι
′
∧

|l), that is ck e ` Mk(ι
′
∧

|l) which
can be rewritten as ck e ` M(ι

∧
|l). From concrete rule store and ck−1

∼∼∼Ml sk−1,
we know that the concrete memory from ck−1 to ck is updated at index M(ι

∧
|l)

to map to the value M(ν
∧
|l). Thus, we have ck load e ` M(ν

∧
|l) and by rewrit-

ing, ck load e ` Mk(ν
′
∧

|l). Therefore we have shown that Mk(ν
′
∧

|l) = bvval ⇐⇒
ck load e ` bvval.

(b) The address of the load is different from the address of the previous store:
Mk(ι

′
∧

|l) 6= M(ι
∧
|l), therefore Mk(ν

′
∧

|l) = M(µ
∧
|l)[Mk(ι

′
∧

|l)]. From the induction

hypothesis, the concrete index of the load evaluates to Mk(ι
′
∧

|l), that is ck e `
Mk(ι

′
∧

|l). From concrete rule store, we know that the concrete memory from
ck−1 to ck is only updated at address M(ι

∧
|l) and untouched at address Mk(ι

′
∧

|l).
Plus, we know from ck−1

∼∼∼Ml sk−1 that addressMk(ι
′
∧

|l) maps toM(µ
∧
|l)[Mk(ι

′
∧

|l)]

in ck−1. Therefore, in configuration ck, index Mk(ι
′
∧

|l) maps to M(µ
∧
|l)[Mk(ι

′
∧

|l)]

which, by rewriting, leads to ck load e ` Mk(ν
′
∧

|l). Therefore we have shown
that Mk(ν

′
∧

|l) = bvval ⇐⇒ ck load e ` bvval.

Case i_jump. Consider that an instruction goto e is evaluated at step k−1. Notice
that e evaluates to the same value in ck−1 and c′k−1 because both executions follow
the same path, and let bv be this concrete value. Concrete rule i_jump just sets
the next location to lc = to_loc(bv). Symbolic evaluation of rule i_jump, evaluates
e to a symbolic value ϕ

∧
, computes a model M ′ �smt π ∧ ϕ

∧
|l ∧ ϕ

∧
|r and sets the next

location to ls = to_loc(M ′(ϕ
∧
|l)). Note that from Hypothesis 3 and because symbolic

execution does not get stuck, the rule can be non-deterministically applied with any
model M ′ satisfying the constraint.

Therefore, we can apply the rule with M ′ = M which gives ls = to_loc(M(ϕ
∧
|l)).

Moreover, from the hypothesis ck−1
∼∼∼Mp sk−1 and Definition 10, we haveM(ϕ

∧
|l) = bv

so ls = to_loc(bv). Therefore we have shown how to make a symbolic step such that
lsk = lck and Item (i) holds. Finally, Items (ii) and (iii) directly follow from ck−1

∼∼∼Mp
sk−1 and Definition 10 because symbolic and concrete evaluation of expressions are
not modified by rule i_jump.

Other cases. Case s_jump is trivial as only the location is updated to the same
static value in both concrete and symbolic evaluation. Case assign is similar to case
store (and simpler because it only requires to reason about the value and not the
index). Finally Cases ite_true and ite_false are a bit similar to case i_jump



A.1. Proofs of Chapter 4 171

and rely on the fact that both concrete executions follow the same path, therefore a
symbolic rule (either ite_true or ite_fale) can be applied to match the execution
of both ck and c′k.

Conclusion. We have shown that we can perform a step in symbolic execution from
sk−1 to a state sk, and there exists a model M ′ such that ck ∼∼∼Mk

l sk and c′k ∼∼∼Mk
r sk.

�

A.1.3 Proof of Theorem 1

Theorem 1 claims the correctness of our symbolic execution, meaning that for each
symbolic execution and model M satisfying the path predicate, the concretization of
the symbolic execution with M corresponds to a valid concrete execution.

Theorem 1 (Correctness of RelSE). For every symbolic configurations s0, sk such
that s0  k sk and for every concrete configurations c0, ck and model M , such that
c0
∼∼∼Mp s0 and ck ∼∼∼Mp sk, there exists a concrete execution c0 −→k ck.

Proof: (Induction on the number of steps k). Case k = 0 is trivial.
Consider symbolic configurations s0, sk−1 ,

(
l, ρ, µ

∧
, π
)
for which the induction

hypothesis holds. That is, for each model M and configurations c0, ck−1 such that
c0
∼∼∼Mp s0 and ck−1

∼∼∼Mp sk−1, we have c0 −→k−1 ck−1. Let sk ,
(
lk, ρk, µ

∧
k, πk

)
be the

symbolic state such that sk−1  sk. We need to show that for each model Mk and
configurations c0 and ck such that c0

∼∼∼Mk
p s0 and ck ∼∼∼Mk

p sk, we have c0 −→k ck.

Build steps 0 to k−1. First, we build the concrete execution from steps 0 to k−1.
Because Mk � πk (from Definition 10) and π is a sub-formula of πk (from symbolic
evaluation), we have Mk � π, thus we can build ck−1 such that ck−1

∼∼∼Mk
p sk−1.

Similarly we can build c0 such that c0
∼∼∼Mk
p s0. Finally, from the induction hypothesis,

we have c0 −→k−1 ck−1.

Build step k − 1 to k. Second, we build the concrete execution from steps k − 1
to k: we need to show that there is a step from ck−1 to ck where ck ∼∼∼Mk

p sk. Because
concrete semantics never gets stuck (Hypothesis 4) there is a state c′k , (l′, r′,m′)
such that ck−1 −→ c′k and because the semantics is deterministic (Proposition 2), this
state is unique. Thus we need to show that c′k = ck, that is c′k ∼∼∼Mk

p sk. Because
Mk � πk (from ck ∼∼∼Mk

p sk and Definition 10), this amounts to show that:

(i) the location in c′k is the same as the location in sk,

(ii) for all expression e, either symbolic evaluation gets stuck, or
(
ρk, µ

∧
k

)
e ` ϕ

∧
and

Mk(ϕ
∧
|p) = bv ⇐⇒ c′k e ` bv.

We can proceed case by case on the concrete evaluation of ck−1. Note that from
Definition 10, ck−1 and sk−1 are at the same program location and therefore both
evaluate the same instruction.

Case store. Consider that an instruction store eidx eval is evaluated at step k−1.
Let ι

∧
be the symbolic index and ν

∧
be the symbolic value, meaning that

(
ρ, µ
∧
, π
)
eidx ` ι

∧

and
(
ρ, µ
∧
, π
)
eval ` ν

∧
. Item (i) directly follows from the concrete and the symbolic

evaluation rules that both just increment the location by 1. We prove Item (ii) by
induction on the structure of expressions: for any expression e, if symbolic evaluation
does not get stuck then Mk(ϕ

∧
|p) = bv ⇐⇒ c′k e ` bv holds. Note that only the
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memory is updated from step k−1 to step k, meaning that c′k and sk only differ from
ck−1 and sk−1 on expressions involving the memory. Thus, we only need to consider
the rule load, as the proof for other rules directly follows from ck−1

∼∼∼Mk
p sk−1 and

Definition 10.
Assume an expression load e such that sk does not get stuck and let

(
ρk, µ

∧
k

)
e ` ι′

∧

and
(
ρk, µ

∧
k

)
load e ` ν ′

∧

. We show that if Item (ii) holds for the expression e, then it
holds for the expression load e. Formally, we must show that ifMk(ι

′
∧

|p) = bvidx ⇐⇒
c′k e ` bvidx then Mk(ν

′
∧

|p) = bvval ⇐⇒ c′k load e ` bvval.
First, we can rewrite Mk(ν

′
∧

|p) as

Mk(ν
′
∧

|p) = Mk(select(µ
∧
k |p, ι

′
∧

|p)) by symbolic rule load

= Mk(select(store(µ
∧
k−1|p, ι

∧
|p, ν
∧
|p), ι

′
∧

|p)) by symbolic rule store

From this point, there are two cases, either (a) the address of the load is the same
as the address of the previous store, (b) the address of the load is different from the
address of the previous store.

(a) The address of the load is the same as the address of the previous store, i.e.
Mk(ι

′
∧

|p) = Mk(ι
∧
|p). Therefore Mk(ν

′
∧

|p) = Mk(ν
∧
|p). From the induction hypoth-

esis, the concrete index of the load evaluates to Mk(ι
′
∧

|p), that is c′k e ` Mk(ι
′
∧

|p)
which can be rewritten as c′k e ` Mk(ι

∧
|p). From concrete rule store and

ck−1
∼∼∼Mk
p sk−1, we know that the concrete memory from ck−1 to c′k is updated at

index Mk(ι
∧
|p) to map to the value Mk(ν

∧
|p). Thus, we have c′k load e ` Mk(ν

∧
|p)

and by rewriting, c′k load e ` Mk(ν
′
∧

|p). Therefore we have shown that:

Mk(ν
′
∧

|p) = bvval ⇐⇒ c′k load e ` bvval

(b) The address of the load is different from the address of the previous store, i.e.
Mk(ι

′
∧

|p) 6= Mk(ι
∧
|p). Therefore:

Mk(ν
′
∧

|p) = Mk(select(µ
∧
k−1|p, ι

′
∧

|p)) = Mk(µ
∧
k−1|p)[Mk(ι

′
∧

|p)]

From the induction hypothesis, the concrete index of the load evaluates to
Mk(ι

′
∧

|p), that is c′k e ` Mk(ι
′
∧

|p). From concrete rule store, we know that
the concrete memory from ck−1 to c′k is only updated at address Mk(ι

∧
|p) and

untouched at addressMk(ι
′
∧

|p). Plus, we know from ck−1
∼∼∼Mk
p sk−1 that address

Mk(ι
′
∧

|p) maps to M(µ
∧
k−1|p)[Mk(ι

′
∧

|p)] in ck−1. Therefore, in configuration c′k,

address Mk(ι
′
∧

|p) also maps to M(µ
∧
k−1|p)[Mk(ι

′
∧

|p)] which, by rewriting, leads to

c′k load e ` Mk(ν
′
∧

|p). Therefore we have shown that:

Mk(ν
′
∧

|p) = bvval ⇐⇒ c′k load e ` bvval

Case i_jump. Consider that an instruction goto e is evaluated at step k − 1. Let
ϕ
∧

be the symbolic value of e, meaning that
(
ρ, µ
∧
, π
)
e ` ϕ

∧
. Symbolic rule i_jump

sets the location to lsk = to_loc(M(ϕ
∧
|l)), which is equal to to_loc(M(ϕ

∧
|r)) because

M satisfies the constraint ϕ
∧
|l = ϕ

∧
|r. Concrete rule i_jump evaluates expression e to
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a concrete value bv and sets the location to lck = to_loc(bv). From the hypothesis
ck−1

∼∼∼Mk
p sk−1 and Definition 10 we have bv = Mk(ϕ

∧
|p), therefore lck = lsk .

Finally, Item (ii) directly follows from ck−1
∼∼∼Mk
p sk−1 and Definition 10 because

symbolic and concrete evaluation of expressions are not modified by rule i_jump.

Other cases. Case s_jump is trivial as only the location is updated to the same
static value in both concrete and symbolic evaluation. Case assign is similar to case
store (and simpler because it only requires to reason about the value and not the
index). Finally Cases ite_true and ite_false are similar to case i_jump.

Conclusion. We have shown that ck−1 −→ c′k with sk ∼∼∼Mk
p c′k. Because ∼∼∼Mk

p is
a tight relation, we have c′k = ck and thus ck−1 −→ ck. Therefore, for each model Mk

and configuration c0 and ck such that c0
∼∼∼Mk
p s0 and ck ∼∼∼Mk

p sk, we have c0 −→k ck.
�

A.1.4 Proof of Theorem 4

Theorem 4 claims that if symbolic execution does not get stuck due to a satisfiable
insecurity query, then the program is constant-time.

Theorem 4 (Bounded-Verification for CT). Let s0 be a symbolic initial configuration
for a program P. If the symbolic evaluation does not get stuck up to k, then P is
constant-time up to k w.r.t. s0. Formally, if s0  k sk then for all initial configurations
c0 and c′0 and model M such that c0

∼∼∼Ml s0, and c′0 ∼∼∼Mr s0,

c0 −→
t

k ck ∧ c′0 −→
t′
k c′k =⇒ t = t′

Additionally, if s0 is fully symbolic and the execution does not get stuck for any k,
then P is constant-time.

Proof: (Induction on the number of steps k). Case k = 0 is trivial.
Let s0 be an initial symbolic configuration for which the symbolic evaluation never

gets stuck. Let us consider a model M0 and concrete configurations c0
∼∼∼M0
l s0,

c′0
∼∼∼M0
r s0, for which the induction hypothesis holds at step k − 1, meaning that for

all ck−1 , (l, r,m) and c′k−1 , (l′, r′,m′) such that c0 −→
t

k−1 ck−1, c′0 −→
t′
k−1 c′k−1, then

t = t′. We show that Theorem 4 still holds at step k.
From Lemma 2, there exists a model M and a symbolic configuration sk−1 ,(

ls, ρ, µ
∧
, π
)
such that:

s0  
k−1 sk−1 ∧ ck−1

∼∼∼Ml sk−1 ∧ c′k−1
∼∼∼Mr sk−1 (A.1)

We show by contradiction that the leakages bv and bv′ produced by ck−1 −→
bv

ck

and c′k−1 −−→
bv′

c′k are equal. Note that from Eq. (A.1) and Definition 10, we have ls =

l = l′, therefore the same instruction and expressions are evaluated in configurations
ck−1, c

′
k−1, and sk−1. Suppose that ck−1 and c′k−1 produce distinct leakages. This

can happen during the evaluation of rules load, i_jump, ite_true, ite_false,
store.

Case load. Concrete evaluation of an expression load e in configurations ck−1

and c′k−1 produces leakages bv and bv′ and, assuming the load is insecure, we have
bv 6= bv′. Symbolic evaluation evaluates the index to a symbolic expression ι

∧
and

ensures secLeak(ι
∧
, π) holds. From Eq. (A.1) and Definition 10, we have M � π,
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bv = M(ι
∧
|l) and bv′ = M(ι

∧
|r). Because we assumed bv 6= bv′, then M(ι

∧
|l) 6= M(ι

∧
|r).

Therefore, we have M � π ∧ ι
∧
|l 6= ι

∧
|r, meaning that secLeak(ι

∧
, π) evaluates to false

and the symbolic execution is stuck, which is a contradiction. Therefore bv = bv′.

Cases i_jump, ite_true, ite_false, store. The reasoning is analogous.

Conclusion. We have shown that the hypothesis holds at step k. If s0  k sk,
then for all model M and initial configurations c0

∼∼∼Ml s0 and c′0
∼∼∼Mr s0 such that

c0 −→
t

k−1 ck−1 −→
tk

ck and c′0 −→
t′
k−1 c′k−1 −→

t′k

c′k where t = t′, then t · tk = t′ · t′k. �

A.2 Proofs of Chapter 6

Section overview

This section details the proof of Theorem 6 presented in Section 6.3.5. The proof
for Spectre-PHT is given in Appendix A.2.1 whereas the proof for Spectre-STL
is given in Appendix A.2.2.

Notations. Let C.f denote the field f in the symbolic configuration C. For instance,
for C ,

(
l, δ̃, ρ, µ

∧
, π, π̃, λ̃

)
, C.π̃ is the speculative path predicate π̃.

Let C0...n denote a set of n configuration {C0 . . . Cn}. Additionally, for a set of n
sets {S0 . . . Sn}, S0...n denotes the union of these sets.

LetM(ϕi
∧
, π) be the set of values (i.e. relational concrete bitvectors) that ϕi

∧
can

take to satisfy π. More precisely,

M(ϕi
∧
, π) = {bv

∧
| � π ∧ bv

∧
= ϕi
∧
}

Explicit RelSE. In Explicit RelSE, there is no speculative path predicate π̃, nor
transient load set λ̃, but just an invalidation depth γ at which the transient paths
are terminated (initially set to +∞). Therefore, an explicit configuration is of the
form

(
l, ρ, π, µ

∧
, δ̃, γ

)
, where l, ρ, π, µ

∧
, and δ̃ are defined as in Haunted RelSE (cf.

Section 6.3).
Main changes between Haunte RelSE and Explicit RelSE happen in rules load,

ite-true, and ite-false and are given in Figure A.1. Additionally, we adapt the rule
store defined in Figure 6.5, so that the index ι

∧
does not leak in transient execution.

Consequently, secLeak(ι
∧
, E.π) is only evaluated in sequential execution, i.e. when

E.γ = +∞. Detailed explanations of the rules in Figure A.1 follows:

— load non-deterministically chooses a value in the set of values that the load
can take (defined by lookupSB ). It returns this value, together with the new
invalidation depth—the minimum of the current invalidation depth γ and the
invalidation depth of the load γ′. Notice that this rule forks the symbolic execu-
tion for each possible value returned by lookupSB . In contrast Haunted RelSE
encodes this set of values in a single expression and does not fork the symbolic
execution (cf. rule load in Figure 6.4).

— ite-true is the evaluation of a conditional statement following the true branch.
First, it evaluates the condition to a symbolic expression ϕ

∧
, and ensures that it

can be leaked securely. Then, it computes two path predicates: πtrue in which
(true = ϕ

∧
) and πfalse in which (false = ϕ

∧
). Finally, it non-deterministically

chooses to follow the sequential path ((π′, γ′′) , (πtrue,∞)) or to follow the
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transient path ((π′, γ′′) , (πfalse, δ)). Notice that if both πtrue and πfalse are
satisfiable, this rule forks the symbolic execution into two paths. Additionally,
in this case, the symbolic execution forks into four paths because both ite-
true and ite-false can be applied. In comparison Haunted RelSE only forks
into two paths (one resulting from the application of ite-true and the other
resulting from the application of ite-false). However if only one side of the
condition is satisfiable then both Explicit and Haunted fork into two paths.

load

(
l, ρ, π, µ

∧

, δ̃, γ
)
e ` ι

∧

(ϕ
∧

, γ′) ∈ lookupSB (SB(µ
∧

, δ̃),Mem(µ
∧

, δ̃), ι
∧

) secLeak(ι
∧

, π)(
l, ρ, π, µ

∧

, δ̃, γ
)
load e ` ϕ

∧δ̃+∆, min(γ, γ′)

ite-true
P[l] = ite e ? ltrue : lfalse

(
l, ρ, π, µ

∧

, δ̃, γ
)
e ` ϕ

∧δ, γ′ secLeak(ϕ
∧

, π)

πtrue , π ∧ (true = ϕ
∧

|l = ϕ
∧

|r) πfalse , π ∧ (false = ϕ
∧

|l = ϕ
∧

|r)

(π, γ′′) ∈ {(πtrue,∞), (πfalse, δ)} � π′(
l, ρ, π, µ

∧

, δ̃, γ
)
 i

(
ltrue, ρ, π

′, µ
∧

, δ̃ + 1, min(γ, γ′, γ′′)
)

ite-false
P[l] = ite e ? ltrue : lfalse

(
l, ρ, π, µ

∧

, δ̃, γ
)
e ` ϕ

∧δ, γ′ secLeak(ϕ
∧

, π)

πtrue , π ∧ (true = ϕ
∧

|l = ϕ
∧

|r) πfalse , π ∧ (false = ϕ
∧

|l = ϕ
∧

|r)

(π′, γ′′) ∈ {(πfalse,∞), (πtrue, δ)} � π′(
l, ρ, π, µ

∧

, δ̃, γ
)
 i

(
lfalse, ρ, π

′, µ
∧

, δ̃ + 1, min(γ, γ′, γ′′)
)

Figure A.1 – Rules load, ite-true and ite-false in Explicit
RelSE. For readability, terms that are not important in the context are
replaced with _ and differences with Haunted RelSE are highlighted

with boxes .

Definition 17 (Equivalence between Haunted and Explicit configurations (≡)). Let
H and E be symbolic configurations, respectively for Haunted RelSE and Explicit
RelSE. These configurations are equivalent, denoted H ≡ E if and only if:

H.l = E.l ∧ H.δ̃ = E.δ̃ ∧ H.ρ = E.ρ ∧ H.π = E.π ∧ H.µ
∧

= E.µ
∧

In Haunted RelSE the sets of possible load values are encoded in a single ite
expression by the function lookupite (cf. Algorithm 6), using unconstrained boolean
variables (that the solver can freely set to true of false). The following property
expresses that encoding the set of symbolic load values in a single ite-expression or
considering each symbolic load value individually are equivalent. Moreover, setting
the boolean variables used to build the ite-expression to false restricts the set of
expressions from which the load can take its value.

Property 1 (Unconstrained ite are sets of expressions). Let π be a path predicate and
ϕ
∧

be a symbolic if-then-else expression built over a set of relational symbolic bitvectors
{ϕ1
∧
, . . . , ϕn
∧
} and a set of booleans {β1, . . . , βn−1} such that:

ϕ
∧
, (ite β1 ϕ1

∧
(. . . (ite βn−1 ϕn−1

∧
ϕn
∧

)))
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Let βfalse ⊆ {β1, . . . , βn−1} be the set of boolean variables that are set to false
in π while others are left unconstrained; and let ϕ

∧
false ⊆ {ϕ1

∧
, . . . , ϕn−1
∧

} be the
corresponding set of values in ϕ

∧
. Then ϕ

∧
can take any symbolic value in the set

{ϕ1
∧
, . . . , ϕn
∧
} \ ϕ
∧
false.

Concretely ϕ
∧

can take any concrete value in the set:⋃
ϕi
∧
∈({ϕ1
∧

,...,ϕn
∧
}\ϕ
∧
false)

M(ϕi
∧
, π)

Theorem 6 (Equivalence Explicit and Haunted RelSE). Haunted RelSE detects a
violation in a program if and only if Explicit RelSE detects a violation.

Proof (Sketch). First, we show that Theorem 6 holds for Spectre-PHT in Ap-
pendix A.2.1 and second, that it holds for Spectre-STL Appendix A.2.2.

A.2.1 Case Spectre-PHT

We show that Theorem 6 holds for detection of Spectre-PHT vulnerabilities, mean-
ing that a violation is detected in Haunted RelSE if and only if it is detected in Explicit
RelSE. We consider for this case that the rule load only returns the sequential sym-
bolic value in Explicit and Haunted RelSE. Consequently, the only rules that differ in
Explicit RelSE and Haunted RelSE are the ite-true and ite-false rules.

Proof overview. In the following, we show that from two equivalent configurations
H and E, respectively for Haunted RelSE and Explicit RelSE, there is a violation
in the execution from H if and only if there is a violation in the execution from E.
The proof goes by induction on the number steps in symbolic execution, and the goal
is to show that states in Haunted RelSE and in Explicit RelSE following the same
sequence of rules are equivalent. Notice that all the rules preserve the equivalence
relation—except for the rules ite-true and ite-false. Moreover, as long as the
equivalence relation is preserved, Theorem 6 holds. Therefore we only need to show
that Theorem 6 still holds after the application of rules ite-true and ite-false.

Consider the application of the rule ite-true (case ite-false is analogous). The
rule in Explicit RelSE produces two states Et and E′t; whereas the rule in Haunted
RelSE produces a single state Ht. Intuitively, the goal of the proof is to show that
the path following Ht is equivalent to the set of paths {Et, E′t}.

In the following, we focus on the base case, where initial states E and H cor-
respond to sequential states, and show that after applying the rule ite-true once,
the resulting state Ht is equivalent to the pair of states (Et, E

′
t). The general case

considers the equivalence between a Haunted state H ′ and a set of Explicit states
E1...n. In particular, the general case requires to show that:

a) for all 1 ≤ i ≤ n, H ′ is equivalent to Ei except on the value of the path
predicate—which is important to derive Eq. (A.2),

b) the path predicate inH is the disjunction of the path predicates in E1...n (H ′.π =∨
0<i≤nEi.π)—which is important to prove the case load,

c) when satisfiable, the sequential path predicate in H ′ (i.e. H ′.πseq , H ′.π ∧∧
ϕ
∧
∈H′.π̃

ϕ
∧
) is equal to the path of the sequential state in E1...n (i.e. the state

Ei ∈ Ei...n such that Ei.γ =∞) 1—which is important to prove the case store.

1. It is also possible that the sequential path is infeasible, in which case H ′.πseq is unsatisfiable
and Ei such that Ei.γ =∞ does not exists.
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Evaluation of a conditional jump. We consider here the base case where E ≡ H
and E and H are sequential states, meaning that H.π̃ = ∅, and E.γ = ∞. Con-
sider that E and H are about to execute a conditional jump P[E.l] = P[H.l] =
ite e ? ltrue: lfalse. Because H ≡ E, e evaluates to the same symbolic value ϕ

∧δ in
H and E. Symbolic execution applies both rules ite-true and ite-false, proceeding
as follows:

In Haunted RelSE (cf. Figure 6.5), the execution forks into two paths and gives
the following states:

— A state Ht following the true branch such that Ht.π̃ := {((true = ϕ
∧

), δ)∪H.π̃}
and Ht.l := ltrue (by applying rule ite-true),

— A state Hf , following the false branch such that Ht.π̃ := {((false = ϕ
∧

), δ) ∪
H.π̃} and Hf .l := lfalse, (by applying rule ite-false).

In Explicit RelSE (cf. Figure A.1), the execution forks into four paths and gives
the following states:

— Sequential true state Et such that Et.π := E.π ∧ (true = ϕ
∧

) and Et.l := ltrue
(by applying rule ite-true with πtrue),

— Sequential false state Ef such that Ef .π := E.π∧(false = ϕ
∧

) and Ef .l := lfalse
(by applying rule ite-false with πfalse),

— Transient true state E′t such that E′t.π := E.π ∧ (false = ϕ
∧

), E′t.l := ltrue, and
E′t.γ := δ (by applying rule ite-true with πfalse),

— Transient false state E′f such that E′f .π := E.π ∧ (true = ϕ
∧

), E′f .l := lfalse,
and E′f .γ := δ, (by applying rule ite-false with πtrue).

We can prove by induction on the number of steps in Haunted RelSE, that there
is an equivalence between Haunted RelSE and Explicit RelSE configurations:

EQt There is a vulnerability in execution following Ht if and only if there is a vul-
nerability in execution following Et or in execution following E′t.

EQf There is a vulnerability in execution following Hf if and only if there is a vul-
nerability in execution following Ef or in execution following E′f .

The proof for EQt follows (case EQf is analogous).
Because Ht, Et and E′t are equivalent except on the value of the path predicate π

they have the same current depth δ̃. First, we consider the case where δ̃ is below the
retirement depth δ of the condition (Case δ̃ < δ). Then, we consider configurations
such that the condition is retired (Case δ̃ ≥ δ).

Note that because Ht, Et and E′t are equivalent except on the value of the path
predicate π, the evaluation of expressions is the same in the three configurations
because it only depends on ρ and µ

∧
. Therefore, for an expression e we have:

Ht e ` ψ
∧
⇐⇒ Et e ` ψ

∧
⇐⇒ E′t e ` ψ

∧
(A.2)

Additionally, they execute the same instruction. Therefore, we show that for rules
load, store, ite-true and ite-false, secLeak evaluates to false in Ht if and only
if it evaluates to false in Et or in E′t.

Case δ̃ < δ.

— Case load. Consider that Ht, Et and E′t all evaluate an expression load e. Let
ι
∧
be the symbolic value of the index, given by Ht e ` ι

∧
in the first hypothesis
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of rule load (cf. Figure 6.4). From Eq. (A.2), we also have that Et e ` ι
∧
and

E′t e ` ι
∧
. We have to show that:

¬secLeak(ϕ
∧
, Ht.π) ⇐⇒ ¬secLeak(ϕ

∧
, Et.π) ∨ ¬secLeak(ϕ

∧
, E′t.π)

From the definition of secLeak (cf. Section 4.4.1.1) we have the following:
— because Ht.π = H.π, we have ¬secLeak(ι

∧
, Ht.π) if and only if � (H.π∧ι

∧
|l 6=

ι
∧
|r),

— because Et.π = E.π ∧ (true = ϕ
∧

), we have ¬secLeak(ι
∧
, Et.π) if and only if

� (E.π ∧ (true = ϕ
∧

) ∧ ι
∧
|l 6= ι

∧
|r),

— because E′t.π = E.π ∧ (false = ϕ
∧

), we have ¬secLeak(ι
∧
, E′t.π) if and only

if � (E.π ∧ (false = ϕ
∧

) ∧ ι
∧
|l 6= ι

∧
|r).

Therefore, ¬secLeak(ι
∧
, E.π) ∨ ¬secLeak(ι

∧
, E′.π) if an only if

�
(
E.π ∧ ((true = ϕ

∧
) ∧ ι

∧
|l 6= ι

∧
|r) ∨ ((false = ϕ

∧
) ∧ ι

∧
|l 6= ι

∧
|r)
)

which is equivalent to � (E.π ∧ ι
∧
|l 6= ι

∧
|r).

From E ≡ H, we have E.π = H.π. Hence, there is a vulnerability in Ht if an
only if there is a vulnerability in Et or in E′t.

— Case store. Consider that Ht, Et and E′t all evaluate an instruction
store eidx eval. Let ι

∧
be the symbolic value of the index, given by Ht eidx ` ι

∧

in the first hypothesis of rule store (cf. Figure 6.4). From Eq. (A.2), we also
have that Et e ` ι

∧
and E′t e ` ι

∧
.

Store indexes do not leak in transient execution, thus there is no check in E′t.
Therefore we have to show that:

¬secLeak(ι
∧
, Ht.πret) ⇐⇒ ¬secLeak(ι

∧
, Et.π)

where Ht.πret is the sequential path predicate in Ht, obtained by retiring the
condition ϕ

∧
from Ht.π̃. Thus, Ht.πret , H.π ∧ (true = ϕ

∧
). From this, we have

¬secLeak(ι
∧
, Ht.πret) if an only if � (H.π ∧ (true = ϕ

∧
) ∧ ι

∧
|l 6= ι

∧
|r).

For Et we have ¬secLeak(ι
∧
, Et.π) if an only if � (E.π ∧ (true = ϕ

∧
) ∧ ι

∧
|l 6= ι

∧
|r).

From E ≡ H, we have E.π = H.π. Hence, we have shown that there is a
vulnerability in Ht if an only if there is a vulnerability in Et.

— Case ite-true and ite-false. Evaluation of secLeak is similar as the evalu-
ation of secLeak for load instructions.

Case δ̃ ≥ δ. We now consider the case in which the invalidation depth δ of the
condition ϕ

∧
has been reached.

For Haunted RelSE, Ht evaluates the rule step-retire which calls the function
retireall (cf. Figure 6.5 and Algorithm 9). The function retireall calls retirepht (cf.
Algorithm 3), which pops the condition (true = ϕ

∧
, δ) from Ht.π̃, giving new symbolic

state Hret such that Hret.π = Ht.π ∧ true = ϕ
∧
.

For Explicit RelSE, the invalidation depth E′t.γ = δ is reached and the path E′t is
terminated, leaving only the sequential state Et.

Note that, because H ≡ E, we have H.π = E.π, therefore Hret.π = Et.π. More-
over, because Ht and Et are equivalent except on the value of the path predicate, we
have Hret ≡ Et.

Finally, symbolic execution continues along equivalent states Hret and Et, and
because Hret ≡ Et, there is a vulnerability in states following Ht if an only if there is
a vulnerability in states following Et.
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A.2.2 Case Spectre-STL.

We show that Theorem 6 holds for detection of Spectre-STL vulnerabilities, mean-
ing that a violation is detected in Haunted RelSE if and only if it is detected in Ex-
plicit RelSE. We consider for this case that Explicit rules ite-true and ite-false
(cf. Figure A.1) only return the sequential value and that ite-true and ite-false
are replaced in Haunted RelSE by these modified Explicit rules. Consequently, the
only rule that differ in Explicit RelSE and Haunted RelSE it the load rule.

Proof overview. In the following, we show that from two equivalent configurations
H and E, respectively for Haunted RelSE and Explicit RelSE, there is a violation
in the execution from H if and only if there is a violation in the execution from E.
The proof goes by induction on the number steps in symbolic execution, and the goal
is to show that states in Haunted RelSE and in Explicit RelSE following the same
sequence of rules are equivalent. Notice that all the rules preserve the equivalence
relation—except for the rule load. Moreover, as long as the equivalence relation is
preserved, Theorem 6 holds. Therefore we only need to show that Theorem 6 still
holds after the application of rules load.

The evaluation of a load rule, produces a set of n states E1...n in Explicit RelSE;
whereas in Haunted RelSE, it produces a single state H ′. Intuitively, the goal of the
proof is to show that the path following H ′ is equivalent to the set of paths following
E1...n.

In the following, we focus on the base case, where initial states E and H cor-
respond to sequential states, and show that after applying the rule load once, the
resulting state H ′ is equivalent to the set of states E1...n. The general case considers
the equivalence between a Haunted state H ′ and a set of Explicit states E1...n resulting
from several applications of the load rule. In particular, the general case requires to
show that:

a) for all 1 ≤ i ≤ n, H ′ and Ei are equivalent except on the values of the loads,

b) the set of symbolic values that a load can take in H ′ corresponds to set of
symbolic values that the load can take in E1...n—which is important to derive
Eq. (A.3),

c) the sequential value of the load in H ′ (obtained by setting all the boolean vari-
ables in H.λ̃ to false) is equal to the value of a the load in the sequential state
in E1...n (i.e. the state Ei ∈ Ei...n such that Ei.γ = ∞)—which is important to
prove the case store.

Evaluation of a load. We consider here the base case where E ≡ H and E and
H are sequential states, meaning that H.π̃ = ∅, and E.γ =∞. Consider that both E
and H are about to evaluate a load expression load e (cf. load rules in Figure 6.4
and A.1). First, because E ≡ H, they both evaluate the index to the same symbolic
value ι

∧
: E e ` ι

∧
and H e ` ι

∧
.

In Explicit RelSE, the value of the load (ϕ
∧
, γ′) can be any value from the set

lookupSB (SB(µ
∧
, δ̃),Mem(µ

∧
, δ̃), ι

∧
); whereas in Haunted RelSE, this set of value is en-

coded in a single expression using lookupite (cf. Algorithm 6). Consider that this
function lookupSB returns a set of n values {(ϕ1

∧
, δ1), . . . , (ϕn−1
∧

, δn−1), (ϕn
∧
,∞)} such

that ϕn
∧

is the sequential value.
Explicit RelSE, forks the symbolic execution in n distinct states E1, . . . , En, re-

spectively returning value ϕ1
∧
, . . . , ϕn
∧

for the load evaluation, and such that ∀1 ≤ i ≤
n. Ei.γ = δi. Let E1...n denote this set of configurations.
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Haunted RelSE, returns a unique state H ′ where the load evaluates to a symbolic
expression ϕ

∧′ such that:

ϕ
∧′ , (ite β1 ϕ1

∧
(. . . (ite βn−1 ϕn−1

∧
ϕn
∧

)))

and the set of transient loads is updated as:

H ′.λ̃ := {(β1, δ1), . . . , (βn−1, δn−1)}

We can prove by induction on the number of steps in Haunted RelSE, that there is
an equivalence between the configuration following H ′ and the set of configurations
following E1...n. In other words, there is a vulnerability in the execution following
H ′ if an only if there is a vulnerability in an execution following one of the states in
E1...n.

Equivalence between H ′ and E1...n. Consider that H ′ and E1...n follow the same
path (we explain how to handle conditional statements that introduce new paths and
new constraints later, in Case ite). Under this hypothesis, all configurations H ′

and E1...n execute the same instructions and only differ on the value of the load. In
particular, the evaluation of an expression that does not depend on the load is the
same in configurations H ′ and E1...n. Moreover, the set of concrete values of the
load—obtained from the symbolic values ϕ

∧
1, . . . ϕ

∧
n—are the same in H ′ and E1...n,

meaning that:
∀1 ≤ i ≤ n.M(ϕi

∧
, H ′.π) =M(ϕi

∧
, E′i.π) (A.3)

Therefore, we show that for rules load, store, ite-true and ite-false, secLeak
evaluates to false in H ′ if and only if it evaluates to false in one of E1...n. Let ψ

∧

be the expression that is leaked in these rules. The case where ψ
∧

does not depend
on the load is trivial, as the value of ψ

∧
is the same in H ′, and configurations E1...n.

Therefore, we only detail the case where ψ
∧

= ϕ
∧′ in H ′ and ψ

∧
= ϕ
∧
i in E1...n.

First, we consider configurations following H ′ where none of the transient loads
have been invalidated, meaning that all βi are unconstrained and all states following
Ei are still alive. Then, we consider configurations such that a transient load value
has been invalidated (i.e. there is δi such that the current depth δ̃ is greater or equal
than δi).

Case δ̃ < δi We have to show for the rules load, store, ite-true and ite-false
that secLeak evaluates to false in H ′ if an only if it evaluates to false in one of the
states in E1...n.

— Case load. Consider that H ′, E1...n all evaluate an expression load e (cf. rules
load in Figure 6.4 and A.1). By hypothesis, ϕ

∧′ is the symbolic value of the
index in H ′ (i.e. H ′ e ` ϕ

∧′), and for all 1 ≤ i ≤ n, ϕ
∧
i is the symbolic value of

the index in Ei ∈ E1...n (i.e. Ei e ` ϕi
∧

). We have to show that:

¬secLeak(ϕ
∧′, H ′.π) ⇐⇒

n∨
i=1

¬secLeak(ϕ
∧
i, Ei.π)

In Explicit RelSE, for Ei ∈ E1...n, we have ¬secLeak(ϕ
∧
i, Ei.π) if an only if

� Ei.π ∧ ϕi
∧
|l 6= ϕi
∧
|r. Let BVi be the set of relational bitvectors values that ϕi

∧

can take to satisfy Ei.π, that is BVi = M(ϕi
∧
, Ei.π). Consequently, we have∨n

i=1 ¬secLeak(ϕ
∧
i, Ei.π) if an only if there is bv

∧
∈ BV1...n such that bv

∧

|l 6= bv
∧

|r.
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Notice that because lookupite declares a set of fresh unconstrained boolean vari-
ables (cf. Algorithm 6), and because we are in the case δ̃ < δi (meaning that
no value has been retired from H ′.λ̃ yet), all βi are unconstrained. Therefore,
from Property 1, the symbolic index ϕ

∧′ in Haunted RelSE can take any symbolic
value in {ϕ1

∧
. . . ϕn
∧
}. Consequently, ϕ

∧′ can take any concrete value in the set:

BV ′ =
n⋃
i=1

M(ϕi
∧
, H ′.π)

and we have ¬secLeak(ϕ
∧′, H ′.π) if an only if there is bv

∧
∈ BV ′ such that

bv
∧

|l 6= bv
∧

|r.
From Eq. (A.3), we have BV ′ = BV1...n, therefore, we have that secLeak
evaluates to false in H ′ if an only if secLeak evaluates to false in one of the
states in E1...n.

— Case store: Consider that H ′, E1...n all evaluate an instruction store eidx eval
(cf. rules store in Figure 6.4). By hypothesis, ϕ

∧′ is the symbolic value of the
index in H ′ (i.e. H ′ eidx ` ϕ

∧′) and for all 1 ≤ i ≤ n, ϕ
∧
i is the symbolic value

of the index in Ei ∈ E1...n (i.e. Ei eidx ` ϕi
∧

). Store instructions do not leak
in transient execution so there is no insecurity check in E1...n−1. Therefore we
have to show that:

¬secLeak(ϕ
∧′, H.π) ⇐⇒ ¬secLeak(ϕ

∧
n, En.π)

In Explicit RelSE, for En, we have ¬secLeak(ϕ
∧
n, En.π) if an only if � En.π ∧

ϕn
∧
|l 6= ϕn
∧
|r. Let BVn =M(ϕn

∧
, En.π) be the set of values that ϕn

∧
can take to

satisfy En.π. There is a vulnerability in En if an only if there is bv
∧
∈ BVn such

that bv
∧

|l 6= bv
∧

|r.
In Haunted RelSE, for H ′, the rule first computes the sequential path predicate
H ′.πseq by invalidating all transient loads in the transient load set H ′.λ̃, which
gives H ′.πseq , H.π ∧ ¬β1 ∧ · · · ∧ ¬βn−1. Note that under this constraint,
from Property 1, we have ϕ

∧′ = ϕn
∧

and thus ϕ′
∧

can take any value in BV ′ =

M(ϕ′
∧

, H ′.π). There is a vulnerability in H ′ if an only if there is bv
∧
∈ BV ′ such

that bv
∧

|l 6= bv
∧

|r.
From Eq. (A.3), we haveBV ′ = BVn, therefore, we have that secLeak evaluates
to false in H ′ if an only if secLeak evaluates to false in En.

— Case ite: Evaluation of secLeak is similar as the evaluation of secLeak for load
instructions. For symbolic states resulting from ite-true and ite-false, we
can show that there is an equivalence between state following the true branch;
and states following the else branch. In other words, the state resulting from
applying ite-true on H ′ is equivalent to the set of states obtained by applying
ite-true on E1...n. Moreover, Eq. (A.3) still holds for these states because if
adding the condition to the path predicate kills some states in E1...n, it will also
invalidate corresponding values in H ′. The same holds for the rule ite-false.

Case δ̃ ≥ δi. We now consider the case in which the invalidation depth of the
transient value ϕ

∧
i has been reached.

For Haunted RelSE, H ′ evaluates the rule step-retire which calls the function
retireall (cf. Figure 6.5 and Algorithm 9). The function retireall calls retirestl
(cf. Algorithm 8), which invalidates the transient value ϕ

∧
i by removing the boolean βi

from H ′.λ̃ and setting it to false in the path predicate. This gives the new symbolic
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state Hret such that Hret.π = H ′.π ∧ ¬βi. From Property 1, this restricts the set of
possible value for ϕ

∧′ to {ϕ
∧

0 . . . ϕ
∧
n} \ {ϕ

∧
i}.

For Explicit RelSE, Ei.γ is reached and the path Ei is terminated. This restricts
the set of possible states to E1...n \ {Ei}.

Finally symbolic execution continues along equivalent states Hret and E1...n\{Ei},
and in both cases the value of the load can now take any value in {ϕ

∧
0 . . . ϕ

∧
n} \ {ϕ

∧
i}.

�
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Appendix B

Practical Challenges with
Binsec/Rel and
Binsec/Haunted

Appendix overview

Implementing verification tools for constant-time and Spectre at binary-level
poses a combination of challenges. This appendix presents some of the chal-
lenges we faced when implementing Binsec/Rel and Binsec/Haunted, the
solutions we adopted, and some opportunities for improvement:

— Standard challenges of binary-level analysis are discussed in Ap-
pendix B.1;

— Specification of the secret input, which is specific to information-flow;
analysis at binary-level, is discussed in Appendix B.2;

— Difficulties to interpret the results are discussed in Appendix B.3;

— Validation of Binsec/Haunted for detecting Spectre vulnerabilities,
even though ground truth is not easily accessible, is discussed in Ap-
pendix B.4;

— Appendix B.5 concludes with general advice towards improving binary-
level analyzers.

B.1 Standard challenges in binary-level analysis

Configuring initial memory. In binary level symbolic execution, the initial mem-
ory is symbolic by default, but some parts must be initialized with information from
the binary. For instance sections .data and .rodata contain unitialized data, and
a load from one of these sections should read data directly from the binary. How-
ever, the case of the .bss section is trickier as it contains both variables initialized to
0—that we would like to set to 0—and uninitialized variables—that we would like to
keep symbolic. Our solution is to keep the .bss section symbolic by default and, when
necessary, to do some reverse engineering to specify the address ranges to initialize
to 0.

Deal with indirect functions. Indirect functions [243] are functions whose imple-
mentation is chosen at runtime, using a resolver function. They are used in the GNU
standard library (glibc), for instance, to implement multiple version of memset that
are chosen at runtime depending on the CPU. In order to avoid analyzing multiple
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implementations of indirect functions, we automatically replace calls to their resolver
functions to calls to a specific implementation. For instance, for memset, we replace
calls to the resolver function __memset_ifunc to calls to the specific implementation
__memset_ia32.

Limitations of Binsec. Binsec symbolic execution engine does not have function
summaries (a.k.a. stubs) for the standard library or system calls. Therefore, we only
apply Binsec/Rel and Binsec/Haunted to statically compiled binaries and stop
a path when encountering a syscall 1. Binsec does not handle dynamically allocated
memory, thus we have to statically allocate buffers.

B.2 Specifying secrets

Binsec/Rel and Binsec/Haunted have three different approaches for specify-
ing secrets, offering different trade-offs between usability and realism.

B.2.1 Reverse engineering

A first approach to specify secret input is to specify them as offsets from the initial
stack pointer esp. This approach requires manual reverse engineering to identify
secret and compute their offsets, as illustrated in Figure B.1.

Figure B.1 – Example of binary file dis-
assembled with IDA. Let us call esp0 the
initial value of the stack pointer. Note that
the push instruction increments esp by 4,
thus ebp is set to esp0+ 4. From there we
can compute that symbolic secret input key,
data, out are located at offsets 0x10 + 0x4,

0x18 + 0x4, 0x20 + 0x4 of esp0.

Pros and cons of the approach.

Pro: Realistic and does not require any change in source code.

Con: Requires manual analysis and must be done each time the program is recompiled.
Therefore it is not appropriate for large-scale experiments or for testing multiple
compilers on the same program.

B.2.2 Function stubs

A second approach to specify secrets directly in the source code is to use
dummy functions as illustrated in Listing B.1. In symbolic execution, a call to
high_input_16(key) is replaced by a function summary that initializes the mem-
ory at address key with 16 symbolic bytes considered as secret. This is the approach
used in our experimental evaluation of Binsec/Rel (cf Section 4.6).

1. This only happens on our evaluation of Binsec/Haunted, in the error-handling code of the
stack protectors.
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// Declare symbolic secret input
uint8_t key [16]; high_input_16(key);
uint8_t data [8]; high_input_8(data);
uint8_t out [8]; high_input_8(out);

// Function to analyze
encipher(data , out , key);

Listing B.1 – Specify secrets with dummy functions in C source code.

Pros and cons of the approach.

Pro: Does not require reverse-engineering and automatically applies to any binary
compiled from the source, making it suitable for large-scale experiments or for
testing multiple compilers.

Con: Requires to either modify the source code or to put a wrapper around the code to
analyze (e.g. around the call to a library as illustrated in Listing B.1). Dummy
function calls insert loads and stores which can introduce additional Spectre-STL
violations, therefore this approach might not be ideal for studying Spectre-STL.
For this reason, we do not use this approach in our experimental evaluation of
Binsec/Haunted.

B.2.3 Global variables

A global variable in the source program is identified in the binary with a symbol
that contains its name and address. In Binsec/Haunted, a user can specify which
global variables contain secret input, and Binsec/Haunted will take care of initial-
izing the corresponding addresses with symbolic secret values. This is the approach
used in our experimental evaluation of Binsec/Haunted.

Pros and cons of the approach.

Pro: Simple, automatic, and avoids introducing new STL-violations.

Con: Not very realistic as secret data would not be stored directly in the binary as
global variables.

B.2.4 Conclusion: specification at binary-level

Specifying security policies at binary level is more challenging as developers have
to transpose their reasoning from source code to binary code (e.g. from program vari-
ables to memory addresses). Instrumentation at source level can improve automation
and usability—which are necessary to run large scale experiments—but is not always
realistic, or even possible. In Binsec/Rel and Binsec/Haunted, we propose differ-
ent approaches for specifying secrets that offer different trade-offs between usability
and realism.

B.3 Facilitate interpretation of counterexamples

Improving usability of Spectre-detection tools—in particular the interpretation
of counterexamples—is crucial in order to facilitate their adoption, but also their
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validation. This section, details the strategies implemented in Binsec/Rel and Bin-
sec/Haunted in order to facilitate the interpretation of counterexamples; and high-
lights potential opportunities for improvement.

Counterexamples returned. When detecting a violation, Binsec/Rel and Bin-
sec/Haunted return as a counterexample:

1. The instruction that leaks secrets and its location;

2. The initial configuration (memory and registers) that trigger the violation.

We also provide an IDA script to visualize the coverage of the analysis and highlight
the violations found, allowing a user to directly identify the instructions triggering
the violation in the assembly code.

Spectre-STL. For Spectre-STL, Binsec/Haunted must additionally return the
interleaving of loads and stores leading to the violation. Because the choice of loads
and stores interleaving is encoded with boolean variables and left to the solver (as
explained in Chapter 6), we have to encode this information in the formula and extract
if from the model returned by the solver. To do this, we encode the address of loads
and address of stores in the name of the boolean variables that encode the choices of
the solver:

— For instance, if the boolean variable load_08049d1c_from_08049cf5 is set to
true by the solver, it means that the load at address 0x08049d1c takes its value
from the store at address 0x08049cf5.

— Similarly, if the variable load_08049d27_from_main-mem is set to true, the load
instruction at address 0x08049d27 takes its value from the initial memory.

Further improving usability. Improving usability is crucial for wide adoption of
binary-level verification tools. We give possible leads to further improve the usability
of Binsec/Rel and Binsec/Haunted:

— In the memory configuration returned by our tools as a counterexample, users
have to manually make the link between memory addresses and variables in
the source code. Even though the reverse-engineering task is not difficult, it
would enhance usability to automatically link memory locations to program
variables when possible e.g. using symbols for global variables; or giving users
the possibility to specify local variables of interest at the source level.

— Binsec/Haunted could also easily improve the quality of counterexamples for
Spectre-PHT by reporting information on the source of speculation—e.g. the
address of the mispeculated conditionals, like in KLEESpectre.

— Finally, another improvement would be to differentiate whether a SCT violation
occurs in sequential or in transient execution 2, as these two types of violations
require different countermeasures.

B.4 Validation of Binsec/Haunted

Validating results from Binsec/Haunted is challenging as there is no ground
truth (especially for Spectre-STL), and SCT violations are difficult to find manually.

2. Recall that SCT [67] prevent leaks in both sequential and transient execution
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Litmus for Spectre-PHT. To validate Binsec/Haunted for Spectre-PHT, we
mainly used the set of litmus tests developed by Paul Kocher [154] (precisely, the
modified version from Pitchfork’s benchmark [95] which is a set of 16 insecure simple
test cases developed to test mitigations introduced by compilers. However, it still
required manual analysis to precisely identify violations (e.g. number of vulnerabilities,
locations, etc.). Additionally, we created a new set of secure litmus tests by applying
the index-masking countermeasure to this initial set of litmus tests for Spectre-PHT.

Litmus for Spectre-STL. Validating Binsec/Haunted for Spectre-STL was
more challenging as there is no ground truth except for the initial proof-of-concept 3.
Moreover it is even more difficult to manually identify (or even confirm) vulnerabili-
ties as it requires to reason about different load and store interleavings. Therefore, to
validate Binsec/Haunted, we manually crafted and documented 14 litmus tests for
Spectre-STL 4.

Cross validation. For both Spectre-PHT and Spectre-STL, we compared Bin-
sec/Haunted against Pitchfork and KLEESpectre on these litmus test (when possi-
ble) and manually checked the results in case of deviation. Finally, we also use these
litmus test for regression testing of Binsec/Haunted.

Connection to real Spectre attacks. Finally, making the connection between
real attacks and SCT violations discovered by the tools is an open question. Deter-
mining if SCT violations are exploitable requires a good understanding of the details
of the micro-architecture and is micro-architecture-specific. A step to get closer to real
attacks could be to extend SCT with details on the micro-architecture (e.g. adding
conditions under which a processor may speculate), or include reasoning about at-
tacker controlled input.

Conclusion: validation of Spectre analyzers. The lack of ground truth and the
intricate nature of Spectre vulnerabilities (i.e. combination of speculation and side
channels) makes it difficult to validate analyzers.

However, we believe that it would be difficult to provide a precise and generic
benchmark for validation. Should such a benchmark be provided at source-level,
the vulnerabilities in the binary-code would vary with compilation, and thus the
benchmark would be imprecise; should it be provided at binary-level for a specific
architecture, it would exclude LLVM-level tools, tools that do not handle the specific
architecture, and tools that need to recompile from source to instrument the binary.

One way to help with validation is to improve the usability of the tools, in order
to make interpretation of the results and cross validation easier.

B.5 Conclusion

Binary-level reasoning introduces challenges that are not present in source-code
analysis. For instance, the interpretation of the results is challenging as users have to
transpose their reasoning from source code to binary code; or even cross-validation as
other tools do not necessarily support the same architecture.

3. https://github.com/IAIK/transientfail/tree/master/pocs/spectre/STL
4. Open sourced at https://github.com/binsec/haunted_bench/blob/master/src/

litmus-stl/programs/spectrev4.c

https://github.com/IAIK/transientfail/tree/master/pocs/spectre/STL
https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
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There is a tradeoff between realism of the analysis and usability. Most specifi-
cation tasks that require reverse engineering—like configuring the initial memory or
specifying secrets—can be partially automated with source-level instrumentation (e.g.
using dummy functions), or using symbol information. This automation is crucial to
be able to perform large scale experiments but is not always applicable to off-the-shelf
binaries.

We believe that improving usability and automation is one of the keys to overcome
these challenges. Indeed, usability and automation are crucial to run large scale ex-
periments but also to be able to understand counterexamples returned by the analysis
and can greatly help in prototype validation.
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Appendix C

Details on Experimental
Evaluation

Appendix overview

This appendix provides details on our experimental evaluations of Binsec/Rel
and Binsec/Haunted:

— It discusses the challenges of comparing Binsec/Haunted with state-of-
the-art tools, together with the solutions we adopted (cf. Appendix C.1);

— It details interesting use-cases (Appendix C.2);

— Finally, it provides some examples of our litmus tests for Spectre-STL
(cf. Appendix C.2.3).

C.1 Comparing Binsec/Haunted against SoA: chal-
lenges and solutions

In Section 6.5.4, we compare Binsec/Haunted against two state-of-the-art tools,
Pitchfork [67] and KLEESpectre [252]. Our objective is not to compare tools per se,
but to compare underlying techniques. Unfortunately the tools are very different
and many details not related to the technique can impact performance, making the
comparison challenging. This section details these challenges and our approaches to
mitigate them (when applicable).

LLVM vs. Binary. While Binsec/Haunted and Pitchfork operate at binary-
level, KLEESpectre analyzes LLVM bitcode which gives it a performance advantage.
This also means that the analyzed programs are different (clang LLVM vs. gcc bina-
ries) and might contain different vulnerabilities (as shown in Section 4.6.2.3). Never-
theless, we tried to keep the analyzed files as close as possible by providing the same
compilation options.

System calls. Symbolic analyzers might process system calls differently. For in-
stance, angr (and thus Pitchfork) uses function summaries to model the effect of
system calls on the symbolic state whereas Binsec stops symbolic paths at syscalls.
Because the performance of the tools eventually vary according to how they handle
syscalls, we restrict our comparison to syscall-free programs litmus-pht, litmus-pht-
masked, litmus-stl, tea, and donna and exclude secretbox, ssl3-digest and
mee-cbc.
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Reported metrics. While Binsec/Haunted reports many information after its
analysis (e.g. number of paths explored, number of instructions, number of queries
sent to the solver, etc.), KLEESpectre and Pitchfork only report execution time and
vulnerabilities found. Therefore the comparison restricts to these metrics and is less
detailed than our controlled comparison of Haunted RelSE against Explicit RelSE,
directly inside Binsec/Haunted, given in Sections 6.5.2 and 6.5.3.

Different properties. The properties checked by KLEESpectre, Pitchfork and
Binsec/Haunted are not exactly the same.

First, KLEESpectre reports several types of gadgets but only one—leak secret
(LS)—can actually leak secret data and is a violation of speculative constant-time,
thus we only report LS gadgets found by KLEESpectre.

Second, KLEESpectre focuses on leakage from insecure loads and does not re-
port leakage from secret-dependent branches (missing for instance vulnerabilities with
AVX-based covert channels [225]), contrary to Binsec/Haunted and Pitchfork. For
this reason KLEESpectre fails to report one of the litmus test as insecure (i.e. case_-
10).

Third, KLEESpectre focuses on violations during transient execution while Bin-
sec/Haunted and Pitchfork also report violation during sequential execution. Be-
cause our benchmark is constant-time in sequential execution, this does not influence
the number of violations found, however this may influence the execution time as
Pitchfork and Binsec/Haunted have more assertions to check.

Finally, Pitchfork reports secret-dependent store in transient execution as insecure
contrary to Binsec/Haunted and KLEESpectre which consider them secure as they
are not committed to the cache [252].

Different analysis techniques. While KLEESpectre and Binsec/Haunted are
based on purely symbolic relational reasoning, Pitchfork is based on standard symbolic
execution with tainting, which is faster but possibly incorrect.

Different configurations. For Spectre-STL, Pitchfork only supports reordering
loads and stores in a window of 20 instructions, and does not allow to configure
the size of the store buffer. In Binsec/Haunted, we can configure the speculation
window (set to 200) and the size of the store buffer (set to 20) 1. While this is the
closest configuration we can get, note that a load can bypass up to 20 stores in
Binsec/Haunted, which makes the window larger than Pitchfork where loads can
bypass up to 20 instructions.

Different implementation decisions. First, we had to modify Pitchfork to enable
verification of Spectre-STL without Spectre-PHT (which was not possible by default).

Second, KLEESpectre and Binsec/Haunted report vulnerable instructions once,
whereas Pitchfork may report many violations at a single instruction. Thus, we post-
process the results of Pitchfork to report unique violations only. Note that it puts
Pitchfork at a disadvantage because it still checks and reports these violations.

Third, Pitchfork stops a path after finding a violation, whereas Binsec/Haunted
continues the execution. To provide a closer comparison, we also consider a modi-
fied version of Pitchfork, namely Pitchfork-cont, which does not stop after finding a
violation.

1. These are realistic values in modern processors.
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Fourth, KLEESpectre fails to report an insecure litmus test (case_7) for no ap-
parent reason. We suppose that they do not consider nested speculative executions
but were only able to support this hypothesis by performing few small tests.

Finally, Binsec/Haunted only considers indirect jump targets resulting from
sequential execution and implements a shadow stack to constrain return instructions
to their proper return site. Pitchfork does not implement this mechanism and follows
transient indirect jump, leading to erratic behavior such as executing non-executable
sections 2. As a consequence, it reports 6 spurious violations in non executable .data
section.

Conclusion. Comparing different tools is challenging as performance eventually
depends on implementation details and might not reflect what we really want to
measure—the underlying technique. Consequently such comparison must be taken
with a pinch of salt.

For this reason, we believe that implementing our own Explicit RelSE baseline
inside Binsec/Haunted to compare against Haunted RelSE is a good solution, which
makes it possible to compare very close implementations and focus on the underlying
technique (cf. Sections 6.5.2 and 6.5.3).

In our experiments, we always tried our best not to put KLEESpectre and Pitch-
fork at a disadvantage (e.g. larger load reordering window in Binsec/Haunted than
in Pitchfork). However it was not always easy or possible—e.g. different performance
due to different implementation decisions are hard to mitigate.

Finally, we did not encounter any difficulty to run Pitchfork and KLEESpectre on
our own test cases, and adapting the implementation of Pitchfork for our comparison
was quite simple, which is truly appreciable.

C.2 Details on interesting use-cases

Section overview

This section details interesting use-cases that we analyzed in our experimental
evaluation:

— Appendix C.2.1 details how to use Binsec/Rel to detect padding oracles,
responsible for the famous Lucky13 [6] attack;

— Appendix C.2.2 illustrates the performance of Binsec/Haunted on pro-
grams containing loops.

C.2.1 Zoom on the Lucky13 Attack

Lucky 13 [6] is a famous attack exploiting timing variations in TLS CBC-mode
decryption to build a Vaudenay padding oracle attack and enable plaintext recovery [6,
217]. Padding oracles happen for instance when timing variations depend on the
length of the padding (i.e. padding must me checked in constant-time). We do not
actually mount an attack but show how to find violations of constant-time that could
potentially be exploited to mount such attack.

We focus on the function tls-cbc-remove-padding which checks and removes the
padding of the decrypted record. We extract the vulnerable version from OpenSSL-
1.0.16 (a excerpt is given in Listing C.1) and its patch from [10]. We set the length of
the record data to 63 in both programs, meaning that the length of the padding can

2. This happened in two of our Spectre-STL litmus tests.
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be found at rec->data[62]. Finally, we check with Binsec/Rel that no information
is leaked during the padding check by specifying the record data as secret.

1 pad_len = rec ->data[LEN -1]; // Get padding length
2 [...]
3 for (i = LEN - pad_len; i < LEN; i++)
4 if (rec ->data[i] != pad_len)
5 return -1; // Incorrect padding

Listing C.1 – Padding check in OpenSSL-1.0.1

Results. On the insecure version, Binsec/Rel accurately reports 5 violations, and
for each violation, returns:

— the address of the faulty instruction,

— the execution trace which can be visualized with IDA,

— an input triggering the violation.

For instance, on the portion of code in Listing C.1, three violation are reported:
two conditional statement depending on the padding length at line 3 and line 4,
and a memory access depending on the padding length at line line 4. For the condi-
tional at line line 3, Binsec/Rel returns in 0.11s the counterexample (data_l[62]=0,
data_r[62]=16), meaning that an execution with a padding length set to 0 will take
a different path that an execution with a padding length set to 16—i.e. the execution
time is different when padding is set to 0, or set to 16.

On the secure version, Binsec/Rel explores all the paths in 438s and reports no
vulnerability.

C.2.2 Haunted RelSE for Spectre-PHT on programs with loops

We illustrate on litmus test case_5 (Listing C.2) the role of Haunted RelSE for
path pruning in programs containing loops. In this program the loop is bounded by
the size of the array and can be fully unrolled in sequential execution. In transient
execution, the loop can be mispeculated but unrolling is eventually bounded by the
speculation depth. Performance of Explicit RelSE and Haunted RelSE are reported
in Table C.1.

1 void case_5(uint64_t idx) {
2 int64_t i;
3 if (idx < publicarray_size)
4 for (i = idx - 1; i >= 0; i--)
5 temp &= publicarray2[publicarray[i] * 512];
6 }

Listing C.2 – Litmus case_5 where publicarray_size is set to 16.

RelSE restricted to in-order execution (NoSpec) produces 17 paths: a first path
exits after the conditional at line 3, and 16 different path come from unrolling the
loop 0 to 15 times.

Explicit RelSE forks into four paths after the conditional branch at line 3, two
of them jumping on the loop at line 4. Then, each time the condition of the loop
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PHT UInstr. Paths Time (s)

NoSpec 305 17 1.3 0
Explicit 6824 407 26.5 1
Haunted 589 32 1.9 1

Table C.1 – Comparison of Explicit and Haunted RelSE for Spectre-
PHT on litmus case_5 where UInstr is the number of unrolled x86

instructions.

is evaluated, Explicit RelSE forks again into four paths 3. In total, 390 additional
transient paths are explored (Table C.1).

The behavior of Haunted RelSE, is close to NoSpec: it only forks into two paths
at line 3 and when the condition of the loop is evaluated. However, whereas NoSpec
stops after 15 iterations of the loop, Haunted RelSE transiently executes the loop up
to 15 times 4, which gives a total of 32 paths.

This example illustrates how Haunted RelSE can prune redundant paths compared
to Explicit RelSE, achieving performance closer to standard (in-order) RelSE. Haunted
RelSE spares 375 paths compared to Explicit RelSE and is almost 14 times faster.

C.2.3 Litmus tests for Spectre-STL

In this section, we provide more details on our contribution regarding the litmus
test suite for Spectre-STL. Paul Kocher proposed a set of litmus tests for Spectre-
PHT [154], which verification tools could use in their test suite. However, no such set
of litmus tests exists for Spectre-STL. We remedy this problem by proposing a similar
set of 14 litmus tests for Spectre-STL, available at https://github.com/binsec/
haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c. We pro-
vide an excerpt in Listing C.3 where cases 1, 2, 5, 8 are insecure and case 3 is secure.

3. Depending on the path predicate, either the four paths are satisfiable or only two of them are
satisfiable.

4. The loop body is 14 instructions long and can therefore be speculatively executed 15 times in
a speculation window of 200 instructions.

https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
https://github.com/binsec/haunted_bench/blob/master/src/litmus-stl/programs/spectrev4.c
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#define SIZE 16 // Size of arrays
uint8_t publicarray[SIZE] = { 1, ... ,16 }; // Public
uint8_t publicarray2 [512 * 256] = { 20 }; // Public
uint8_t secretarray[SIZE]; // Secret
/* Attacker ’s goal: learn any of the secret data in secretarray */

/* Based on original POC for Spectre -STL */
void case_1(uint32_t idx) { // Insecure

register uint32_t ridx asm ("edx");
ridx = idx & (secretarray_size - 1);
uint8_t* data = secretarray;
uint8_t ** data_slowptr = &data;
uint8_t *** data_slowslowptr = &data_slowptr;
(*(* data_slowslowptr ))[ ridx] = 0; // Bypassed store
temp &= publicarray2[data[ridx] * 512]; // Leak secret

}

/* Index masking is compiled to a store that can be bypassed */
void case_2(uint32_t idx) { // Insecure

/* Compiled to a store & bypassed */
idx = idx & (publicarray_size - 1);
temp &= publicarray2[publicarray[idx] * 512]; // Leak secret

}

/* Index masking with index in a register */
void case_3(uint32_t idx) { // Secure

register uint32_t ridx asm ("edx"); // Cannot be bypassed
ridx = idx & (publicarray_size - 1);
temp &= publicarray2[publicarray[ridx] * 512];

}

/* Overwrite private pointer with public pointer */
uint8_t *ptr = secretarray;
void case_5(uint32_t idx) {

register uint32_t ridx asm ("edx");
ridx = idx & (array_size - 1); // Not bypassed
ptr = publicarray; // Bypassed store
uint8_t toleak = ptr[ridx];
temp &= publicarray2[toleak * 512]; // Leak secret

}

/* Overwrite index with multiplication to 0 */
uint32_t mult = 200;
void case_8(uint32_t idx) { // Insecure

case8_mult = 0; // Bypassed store
uint8_t toleak = publicarray[idx * mult];
temp &= publicarray2[toleak * 512]; // Leak secret

}

Listing C.3 – Excerpt of our set of litmus tests for Spectre-STL
where case_ 1 is the original POC for Spectre-STL taken from
https://github.com/IAIK/transientfail/blob/master/pocs/

spectre/STL/main.c.

https://github.com/IAIK/transientfail/blob/master/pocs/spectre/STL/main.c
https://github.com/IAIK/transientfail/blob/master/pocs/spectre/STL/main.c
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